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Abstract—In this paper, we study an unmanned aerial vehicle
(UAV) communication system, where a ground node (GN) commu-
nicate with a UAV assisted by intelligent reflecting surface (IRS)
in the presence of a jammer with imperfect location information.
We aim to img}‘ove the achievable average rate via the joint robust
design of UAV trajectory, IRS passive beamforming and GN’s
power allocation. However, the formulated optimization problem is
challenging to solve due to its non-convexity and coupled variables.
To overcome the difficulty, we propose an alternating optimization
(AO) based algorithm to solve it sub-optimally by leveraging
semidefinite relaxation (SDR), successive convex approximation
(SCA), and S-procedure methods. Simulation results show that by
deploying the IRS near the GN, our proposed algorithm always
improves the uplink achievable average rate significantly compared
with the benchmark algorithms, while deploying the IRS nearby
}(he jammer is effective only when the jammer’s location is perfectly

nown.

Index Terms—anti-jamming; trajectory design; IRS; UAV com-
munication

I. INTRODUCTION

Benefiting from the flexible mobility and deployment, un-
manned aerial vehicles (UAVs) have been employed in numer-
ous applications in recent years, such as remote surveillance,
Bhotography, traffic control, and cargo transportation, etc [1].

y the reasonable design of its trajectory, UAV tends to obtain
more dominant line-of-sight (LoS) channels and thus greatly
improves the communication performance [2]. However, these
advantages are confronted with many challenges. Due to the
broadcast nature of wireless transmission and the strong LoS
links, UAVs are more vulnerable to attacks from jamming and
eavesdropping [3].

Due to its capability of smartly configuring the wireless
propagation environment, intelligent reflecting surface (IRS) has
emerged as a promisinﬁ technology for future wireless networks
[4], [%]. Specifically, IRS is a uniform planar array consisting a
large number of passive reflecting units, which can reflect the
wireless signal with adjustable phase shift and/or amplitude.
The main advantage of IRS-assisted wireless communications
lies in that it can considerably increase the channel capacity
with low power consumption and hi%h deployment flexibility.
Benefiting from above superiority, IRS has been applied to
cognitive radio [6], device-to-device (D2D) networks [7], secure
wireless communication [8] and so on. A comprehensive tutorial
on IRS-aided wireless communications can be found in [9].

Thanks to the appealing advantages, IRS has been exploited
as a promising choice for improving the performance of UAV
communication for combating security threats. In [10], the
average secrecy rate was maximized by jointly optimizing the
UAV trajectory, the transmit beamforming and the phase shift
of IRS. In [11] and [12], the UAV equipped with one IRS
serves as a passive relay is proposed to maximize the secrecy
rate of the system. By exploiting the IRS, higher average rate
of the UAV communication has been achieved to mitigate the
jamming signal from the malicious jammer [13]. However, all
of these works are based on the perfect knowledge of the
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Fig. 1. IRS-assisted UAV communication in the presence of a jammer.

eavesdropper/jammer’s location, which is generally unavailable
in practical systems and thus brings new challenges to the IRS
gassive beamforming, deployment, and UAV trajectory. To the

est of our knowledge, this still remains an open problem and
needs further study.

In this paper, we study a UAV communication system aided
by IRS, and the communication process incurs malicious jam-
ming from a jammer with imperfect location information, as
shown in Fig. 1. We consider a joint robust design to maxi-
mum the achievable average rate in the uplink. However, the
formulated optimization problem is difficult to tackle due to its
non-convexity and coupled variables. To deal with the problem,
we propose an alternating algorithm by using the successive
convex approximation (SCA), semidefinite relaxation (SDR),
and S-procedure methods to require the sub-optimal solution.
For the case that IRS is deployed near the GN, numerical results
show that our proposed robust algorithm can greatly improve
the worst system performance compared to the benchmark
algorithms. However, for the case that IRS is deployed near
the jammer, numerical results show that the proposed algorithm
is etfective only with perfect jammer’s location informantion.

Notations: diag {-}, tr (-) returns the diagonal matrix whose
diagonals are the elements of input vector. ¢ (-) and /()
represent the real part and the phase of the input complex
value. By denoting ®>0, it is used to represent ® as positive
semidefinite.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this paper, a UAV communication system is considered
as shown in Fig.1, where an IRS is deployed to assist in
the information transmission from the GN to a UAV in the
presence of a jammer with imperfect location information. All
communication nodes are placed in the three dimensional (3D)
Cartesian coordinates. The location of the jammer, GN and IRS
are expressed as qm = [TmsYm, 2m|, g = [Zg,Yq,0] and
qr = [%r,Yr, 2r], Tespectively. Due to the uncertain location
region in 3D space, we regard the jammer’s location as a
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hemisphere, which roughly simulates the practical situation. In
the result, the location of the jammer can be denoted by

Tm = @m + Az,
Ym :gm‘FAymv (D

Zm = Zm + AZnm,

where Gy, = [T, Um, Zm| denotes the center of hemisphere and
(A, AYpm, Az,y,) € €4, denotes the possible estimated errors,
which is confined to the condition

em = {A27, + Ayp, + Az, < D7, A2 204 ()
where D,, is the distance deviated from the center of the
hemisphere.

The UAV is assumed to fly at a fixed height I,,. The flying
time of the UAV is 7', which is divided into /N time slots, i.e.,
At =T /N, where At is the length of a time slot. The UAV has
the fixed starting point and destination, which are denoted by qq
and qx. The trajectory of the UAV can be expressed as q[n| =

A
[z[n], y[n], 2[n]]",n € N = {1,2,...,N}, Q = {q[n],Vn},
which meets the mobility constraints as

q[0] = qo,q[N] = qn, 3)
laln] —a[n — 1]|| € Dmax,n=1,...,N, 4)

where Dy,.x is the maximum flying length in each time slot.
p[n] is the transmit power of the GN in time slot n and P =
{p[n],Vn}, thus the power constraints are expressed as

N
1 _
N Zp[n] <D, P[n] < Pmax, V1, (5)
n=1

where p and pp,., are the average transmit power and the
maximum transmit power of the GN, respectively. We assume
that both the GN and the UAV are equipped with single omni-
directional antenna, and the IRS composes of a uniform planar
array (UPA) with L = L, x L, elements, where L, and L,
denote the number of elements along the x-axis and z- axis,
respectively. Then we denote the diagonal phase-shift matrix for
the IRS as T' £ {T'[n] = diag (e/%["), ei02[n] | ei02ln]) wn},
where 0;[n] € [0,2m),i € {1,...,L} is the phase shift of
the ¢-th reflecting element in time slot n. Due to high flying
altitude of UAV and the flexible delployment of IRS, we assume
that all channels are LoS channels in the considered system.
Specifically, the GN-UAV channel in time slot n is expressed
as

hgu[n] = \/ pdy [n]e 7274 lm/A, ©6)

where dg,, [n] = ||q[n] — qg|| is the distance between the GN
and the UAV. ) is the carrier wavelength and p is the path loss

at the reference distance Dy = 1lm. The same channel model
is adopted for the channel ?rom the jammer to the UAV, i.e.,

hmu[n]. Further, the reflecting channel such as GN-IRS-UAV
channel is composed of two parts, namely, the GN-IRS channel
and the IRS-UAV channel. Specifically, the IRS-UAV channel

denoted by h,., [n] € CL*1, can be given by

hru[n] =1/ pd:u2 [n] flru [TL] ) @)

where h,., [n] denotes the phase of the channel, which is
expressed as

By [n] = e 24l Ay ) @ us [n)], (8)
where o7 [n] = [Le~72mdbrusll/A  o=i(La=1)2mddrualnl/]
up [n] =
bruan] = sindl) n]cosdt® [n] = (z[n] - 2)/dru [n],
Gruz[n] = sind') [n)sin ) [n] = (Hy — 2)/dyu [n], 9%

[17 e*jQﬂ'dqbru,z[n]/)\’ s efj(Lz71)271'd<;5,~u,z[n]/)\]7

and 1952) represent the vertical and horizontal angle of departure
(AoD) at the IRS, respectively. d,, [n] = ||q[n] — q,| is the
distance between the IRS and the is the antenna
distance. The same model is adopted for GN-IRS channel and
jammer-IRS channel. Then the channel gain is expressed as

2
go [n] = ’hgu [n] + hgh; [n] r [n] h;., [n” ) ©)]
2
gm [n] = ‘hmu [n] + hvl;ln‘ [n] T [n] by, [n” (10)
Then, the achievable average rate is given by
_ 1 _ plnlgo[n]
R = N Z log, <1 + pmgm ]+ 02 ) an

neN

where p,,, denote the transmit power of the jammer, o? denotes
the power of additive white Gaussian noise (AWGN) at the
receiver. Thus, the problem is formulated as

(PO) : PI:{I(SL?%R
s.t. 0;[n] € 10,27),i € {1,...,L},Vn,
(1) = (6).

It is challenging to solve (PO) optimally due to the non-convex
objective function and coupled optimization variables. However,
it can be effectively solved by dividing the problem into three
sub-problems with consideration for the worst case. Thus, we
exploit an alternating optimization (AO) to ensure that the sub-
problems are convex in each iteration, while fixing the other
two in each iteration until convergence is achieved.

ITII. THE PROPOSED ALTERNATING ALGORITHM
A. Sub-Problem 1: Optimizing P for Given Q and T’
For given the UAV trajectory Q and the phase shift I', we
consider the worst situation to deal with the jammer’s uncertain
location. When the jammer source is located closest to the UAV,

we can obtain the lower bound of the average rate. (P0) can
be rewritten as

e - o p[njgo [n]
(P1) : max %:vl g (1 L +02)
s.t. (5),(6).

This is a standard convex optimization problem that can be
efficiently solved by some existing algorithms, such as CVX’s
interior point method.

B. Sub-Problem 2: Optimizing I" for Given Q and P
For given trajectory Q and transmit power P, (P0) can be

transformed as
p[n]go [n] >

1
P2): max — lo 1+ —
( ) mrXNnEZj\/ g2< PinGm [n] +0_2

s.t. 0;n] € [0,27),4 € {1,..., L}, Vn,

it is hard to obtain the optimal solution due to the unit modulus
constraints and the imperfect CSI caused by jammer’s uncertain
location. Thus, we consider a practical scheme to estimate the
h,,, and h,,,, which belong to a given range, i.e.

@1 = {hour |18 | €[S B0
G € [(Gr)™™ (0000) " | i € {23}
v, = {hmu HﬁWU| € [ gglu ﬂx} }’

where 5,4, Bmr denote the amplitude of path loss, superscripts
min and max respectively denote the lower and upper bound.



We denote vH[n] = [ei01[n] et | eifrin]) vH[p) =
e/ [¥H [n] 1], where 7 is an arbitrary phase rotation. As such,
(9) and (10) can be rewritten as

g0 [n] = |v¥ [n] diag {ho [n]} hy [n]|”,
G [n] = [v* [n] diag {ho [n]} By, [n]]”,

[0 [n], hiu [n]] 7,0 € {m.g}, ho[n] =
[bf [n],1] " (PO) can be equivalently written as
o v
(P20 e e ] W (1] v ] + 7
s.t. 0;[n] € 10,27),7 € {1,...,L},Vn,
where wy, [n] = /pmdiag{hg[n]} h,, [n], wy[n] =
/pnldiag {bo [n]} b [n].
To overcome the difficulty of the imperfect CSI, we consider

the method which constructs a convex hull based on weighted
sum of 7" discrete samples i.e. [15]

T T
Q= {Zath{{ht Zatzl,at20},
t=1 t=1

where h, = (diag{hg}h,,), and «a; denotes the weighted

coefficient of the ¢-th discrete sample. (P2.1) is written as

H | H
g

where h;[n] =

v [n] w, [n] w [n] v [n]

V7 [n]wg [n]wy [n] v [n]

(P2.2) : m\iixrr%%n -
t; ay [n]vH [n] hy [n] hf [n] v [n] + o2

1
s.t. 0;[n] € 10,2m),i € {1,...,L},Vn.

(P2.2) is still an intractable problem. However, it’s observed that
the worst case of the objection can be efficiently solved when
v is fixed. When v is fixed, (P2.2) can be rewritten as

H H

v [n]wy [n]wy' [n] v n]

g |
t; ayvH [n]hy [n] hf [n] v [n] + o2

Let Wy [n] = v [n]hy[n], the optimal weighted coefficient
T

is obtained by maximizing Y a;W{ [n] W, [n]. By using the
t=1
Cauchy-Schwarz’s inequality, we have

T 2 T T
(Z o [n)wi [n] & [n]> < <Z of [n]> > (v—vf [n] W [n])?

t=1 t=1 t=1
The  inequality  (12) holds equal only hen

when
ay [n] /%] ] W1 [n] = az[n]/® [n]Wa[n] = =
T
ar [n] /&4 [n] W [n] is satisfied. Since we have > oy =1,
t=1
«; can be obtained as

ac[n] = &' [n] W¢ [n] <ZV‘V§H [n] we [n]> :

t=1

13)

Based on the given a4, (P2.2) can be transformed as

v [n] wy [n] wy' [n] v [n]

(P2.3) smax
> ai[n]vH [n]hy [n] b [n] v [n] + o2

t=1

s.t. 0;[n] € [0,27),4 € {1,..., L}, Vn.

Algorithm 1 Algorithm for (P2) in each time slot
1: Input: P, Q, 7', p1.
2: Onput: v [n].
3: Initialize v [n] = Ir41,1 =0, RO — .
4

: Let emye = [A Tty & Ym,t, O Zm,t], er__: :ginn, gnd Bmu =
min compute ¢ ¢ [1], ¢2¢ [n] and obtain hy,,. s and Ay, ¢. Then
construct hy [n], where t = 1,2, ...T.
repeat:
ii=i+1. )
Compute a,ﬁ” based on (13).
Compute v [n] for given o!” [n] by solving (P2.5).

until \Rg:?s ] — RV7Y [n]| < .

R

rs

Let V[n] = v [n]v7 [n], An] = wy[n]w} [n] and B[n] =

T
3 oy [n]Wy [n] Wi [n], then (P2.3) can be reformulated as
=1

, tr (A [n] V [n])
(P24) : B TV ) + o2
s.t. Vi [n]=1,1=1,2...,L+1,Vn,
V [n] = 0,rank (V [n]) = 1, ¥n,

where V) ; [n] denotes the (I,1)-th element of V [n]. However,
note that rank (V [n]) = 1 is non-convex, we consider applying
SDR. By defining k [n] = 1/(tr (02V [n]) + 0%,) and V [n] =
k[n]V [n], we can rewrite (P2.4) as a convex semidefinite
programming (SDP) problem as follow

@mymxu@me)
V.k
s.t. Vi [n] [n],l=1,2....L+1,Vn,

=k
Vii[n] = 0,k[n] >0,Vn,

tr (B [n] V [n]) + k[n]o? =1,n,

(P2.5) can be efficiently solved by using convex optimization
toolbox such as CVX. However, the constraint rank (V [n]) = 1
may be not always guaranteed. Specifically, if the obtained
V [n] is of rank-1, we can obtain the v [n] by applying eigen-
value decomposition, thus the obtained v [n] is the optimal
solution to (P2.3). Otherwise, Gaussian randomization is needed
for recovering v [n] approximately. The details can be found in
[4] and thus are omitted here. Therefore, the coefficients are
obtained as

v;[n]

0; [n] = e‘jé(”NH["]),n =1,.., L.

The proposed algorithm to solve the (P2) is summarized as
Algorithm 1, where R;,s is the objective function of (P2).

C. Sub-Problem 3: Optimizing Q for Given P and T
For given P and T', (PO) can be rewritten as

(P3):

st. (1) — (4),

(P3) is difficult to solve due to the uncertain location of the
jammer and its non-convex objective function. To overcome
the imperfect location of the jammer, we consider introducing
the slack variables D = {d[n]], Vn}, which are used to approx-

imately denote the square of distance from the jammer to the

max R
Q



UAV. For the jammer-IRS channel, we just consider the worst
case that the jammer is farthest to the IRS. As such, we can
conveniently to transform the problem into a convex form,
which is given by

dn] < |laln] — aml|®, d[n] = 0,Yn, (14)

where ¢, contains infinite number of variables due to the
uncertain location information of the jammer. By resorting to
S—procedure, the constraints of imperfect location information
can be rewritten as

Ax? + Ay? + Az2 — D2, <0,
_(jm + Az, — I[”D2 - (gm + Aym — y[n])2—
(Zon + Dz — 2[n])> +d[n] <0

and there exists (AZp, Ajm,AZyn) = (0,0,0) satisfying
constraint. Therefore, according to Lemma I, we introduce
§ £ {5 [n] > 0,V¥n}, the equality constraint is given by

O(z[n], y[n], d[n], d[n]) =

dn]+1 0 0 T — [N,
0 d[n]+1 0 Um — y{n} (15)
0 0 dn|+1 z,-—H, |’
T — 2[n] Gm —y[n] Zm — Hy E[n]
where E[n] = —D%é[ n] + 22[n] — 2%, x[n ]—l—:v +
y2[n] = 2gmy[n] + +H2[ | —2z,,H,[n]+ 22, — d[n],Vn. To

make the problem S(;'llvable we use the first-order Taylor expan-
sion of the convex function to obtain the lower bound. At the
given feasible points xg = {zo [n|,Vn} and yo = {yo [n],Vn},
E[n] can be transformed as

E [n]
+2yo [n] y [n] = 2Gmy[n] + G, + Hi — 2Zmz[n] +
Then we substitute the E [n] into (15) and obtain the convex

formation B
t & (afn], gl dn], 8ln]) > 0. (16)

which is a semidefinite programming problem that can be solved
optimally by CVX. Next, to deal with the non-convex objective

function of (P3), we observe that h,.,, [n], hy, [n] and hy,, [n]
are relative to the trajectory variables. However,it is observed
that those are more complex to handle due to its non-linear
formation. To overcome such problem, we use (j —1)th iteration

to obtain the approximate h,., [n].hg, [n] and hmu[ ] [14].
Based on the consideration above, we consider rewriting the
objective function. By denoting

H, [n] = [vph(; ) [n], v/phik [n] T [n] B ]
H,, [n] = [Vph(!) [n] /P, [n] T [n] B [n]]
where ﬁqu[ |=e R , (9), (10) can be transformed as
= dZ [n/HE [n]H, [n]d, n],
g [n] = 2, [0 HE [n]HL, [n]d,, [n],
dq[n] = [dpdl drtpl] "

qgu
{\/d 1n],d.} the other problem is

the non-convex ob_]ective function which is composed of the
coupled variables. To tackle it, we consider introducing the
slack variables and leveragin the SCA method. By introducing
the slack variables S = {SF |,¥n} and G = {G]n],Vn}, an

9o [1]

where d,,[n] =

Moreover,

=-D26[n] — 23 [n]+2x0 [n] & [n] —2Zmx[n] + 22, — yi[n]
72 —d[n).

optimization problem equivalent to (P3) is obtained as follows

(P3.1) : max —Zlog2 <1+ E[?]>

s.t. C1: pn ]dg[n]Hf[n]Hg[n]dG[n] > S7'[n],Vn,
C2 : prdh [n)HE [n]H, [n]dm[n] + o < G[n], Vn.
(3) —(4),(18).
(P3) and (P3.1) share the same optimal solution when the

constraints hold with equalities [3]. And the objective function
in (P3) has a lower bound at (Sy [n], Gy [n]) by

R (S[n], G[n]) = logz (1 + 1/(So[n]Go[n]))

+¢1[n] (S [n] = So [n]) + G2 [n] (G [n] — Go [n]),
where G[n] = —log, (So[nH(soe[n])?Go[n])’ Gl =
). Thus (P3.1) is lower bounded by

~logy (Go[nmci[ DZSoln]

P3.2): — R(S
°32): s 3 R
s.t. C1,02,(3) — (4), (18).

However, the constraints C1 and C2 are non-convex because of
the coupled variables. To deal with the non-convexity, we intro-
duce the slack variables & = {& [n],Vn}, & = {&2[n],Vn},
&3 = {&[n],Vn}, & = {&a[n],Vn}. The problem is trans-

formed into
(P3.3):  max = Z R(S
neN

£1.€2; Eé é4

s.t. C1.1 :p[n]dT[ JH [n]H,[n Jdy[n] > S~1[n],
C2.1: pyd, [0 ELY [0 EL, [n]d,0 ] + 0 < G,
dg, [n] = &i[n], dyoj [n] > &aln], Vn,
d=1[n] < &[nl, d;, [n] < &ln). ¥,
(3) —(4),(18),
where dy = [¢ [n], & [n]]", dm = [€3[n], & [n]]". To conve-
niently tackle the non-convex variables, we unfold as
Fi[n] = &%) <0,F[n] — &% [n] <0,Vn, an
&7 [n] = d[n] < 0,67 [n] = 2 [n] < 0,¥n,
where Fy [n] = (z[n] — 29)” + (y[n] = yy)* + HZ, Faln] =

(x En]—xr) (y ln]—yT)Q (H, — z-)°. However, there
still “exists several non-convex feasible reglons in gon-
stralnts (17) The first-order Taylor expansions of {1 [n],

& % [n], Al [nJHY [n]H,[n]dy[n] at the feasible points &1,0 =
{610 0] ). €a0 = {€ao [n] ¥n} and dy0 = {dyoln. ¥},
which is given by
&7 > &g ) = 2657 ) (61 In] — &0 [n)) = &[],
€ [n) > &0 0] — 26207 [0 (€2 [n] — &20 [n)) = &2 [n],
dg [n]Hy' [n]H [n]dg[n] > —dg0[n]H' [n]Hy[n]dg,o[n]
+ 20 [d] o [n]H [n]H[n)d, o]
and F5 [n] can be transformed as
Fy [n] = —af [n] + 2wo [n] @ [n] + &} — y§ [n] +
2yo [n] y [n] — g7+ Hi — 2x,2 [n] — 2y,y [n] — 22 H..



Algorithm 2 An alternating algorithm for solving (PO)

1: Input:fis, tmax

2: Ontput:R.

3: Initialization: Set ¢ = 0, as iteration index, us as the
threshold and original points To = {Q(®), PO T} thus
obtaining the R(®) by using (11) and generating a series of
initial points Séo), Téo),dg), 58), h%), dg)%, dgg?o.

4: repeat:

s:  With given Q, T, update P() to P(“+1) by solving
sub-problem (P1).

6:  With given Q¥, P+ update T'¥) to T'(F1) by solving
sub-problem (P2.4).

7. With given TU+D PG+
solving sub-problem (P3.4).

8  With given QU+, PU+D T+ compute RU+1) and
S((;H)’ T(()z+1)’ %ﬂ)’ éz;rl)’ hgzuﬂ)’ dézyz)rl)’ dﬁﬁ)”.

9: Update ¢ +— i+ 1.

until: ‘R(ﬂl) - R(j)‘ < f2 OF § = Jmax.

, update Q¥ to QU+ by

,_.
=4

Thus C1.1 can be written as
C1.2 : p[n] (2R [ago[n]ﬂf [n]H,[n]d, [n]] -
dj o[n]Hy' [n]H,[n]d,0[n]) > S~ [n].

Then we can substitute all concave points to solvable ones
finally. Accordingly, (P3.3) can be formulated as

(P3.4): max %Z R(S[n], Gln))

Q.s,
£1,£2,€3,8a neN

st. Fy[n] — & [n] <0, Fy[n] — & [n] < 0,vn,
&2 [n]—d[n] < 0,67 [n] + Fx[n] < 0,Vn,
C1.2,C2.1,(3) — (4), (18).

(P3.4) is a standard convex optimization problem, and we can
use CVX solver to solve it.

D. Overall Algorithm

The overall algorithm for solving (P0) is summarized in Al-
gorithm 2. The p is used to control the accuracy of convergence
and jp.x 1S the maximum number of iterations. In fact, solving
sub-ﬁ)roblem 2 and sub-problem 3 dominates the complexity
of Algorithm 2. Specifically, the computational complexities of
Algorithm 2 is approximately O(N (L + 1)3°I1 I, + 8N3°13),
where I; is the number of iterations required for solving (P2.4)
and I, is for (PO), respectively.

IV. NUMERICAL RESULTS

In this part, we give the simulation results to verify the ef-
fectiveness of our proposed algorithm. Specifically, “Proposed”
refers to the scheme we proposed for jointly optimizing UAV
trajectory, GN’s power allocation and IRS ]I)assive beamforming.
To study the impact of the deployment of IRS, we consider two
setups. In particular, one is denoted by “IRS-M” corresponding
to that the IRS is deployed at (251, 50, 5), i.e., nearby the
jammer; while the other is denoted by “IRS-G” corresponding
to that the IRS is deployed at (201, 100, 5), i.e., nearby the
GN. Moreover, we consider benchmark algorithm that “w/o
IRS” refers to the case without the IRS. The parameters are
set following the suggestions and settings in [3], and are shown
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Fig. 2. UAV trajectories for different schemes.

as follows: qo = (0,0,100), qny = (400,200,100), q,, =
(250,50,0), g, = (200,100,0), H, = 100 m, Viyax = 60,
P = 30 dBm, pae = 31.76 dBm, p,,, = 30 dBm, p = 1073,
02 = —169 dBm/Hz, At = 0.5, p1=p2=10"3, T = 103.

Fig. 2 shows the UAV’s trajectories for different schemes
when the number of IRS elements is L = 100 and jammer’s
power is p,, = 30 dBm. Fig. 2(a) shows the optimized UAV’s
trajectories when D,, = 0. It is obviously shown that the
trajectories in our proposed algorithm can significantly decrease
the flying path length of the UAV compared to the case without
IRS. Specifically, when deploying the IRS near the GN, the
UAV keeps away from the jammer a bit first and finally hovers
directly above the GN. While for the case when IRS is deployed
near the jammer, it is observed that the UAV almost flies along
the straight line from the start point to the end point. The reason
is that the jamming signal power is drastica lf/ weakened by
passive beamforming, which is roughly equivalent to the case
that UAV flies under the low jamming level. Note that for the
case “w/o IRS”, the UAV must keep away from the jammer
farther and hovers for a while at a relative stable position so as
to achieve an optimal system performance.

Fig. 2(b) shows the UAV’s trajectories when D,, = 20. It
is observed that the trajectory for “IRS-M” becomes similar to
that for “w/o IRS”. The reason is that when deploying the IRS
nearby the jammer, the passive beamforming is quite sensitive
to the location of the jammer, which is however incurs a large
uncertainty and thus renders the passive beamforming focusing
on mitigating the jamming signal ineffective. In contrast, it
can be observed that deploying the IRS nearby the GN is
still helpful. This is because in this case the IRS mainly
contributes to enhance the GN’s signal received at the UAV
but not reduce the jamming signal, which is thus not impacted
by the uncertainty of the jammer’s location..
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Fig. 3 shows the achievable average rate versus p,, under
the known and unknown jammer’s location when L = 100,
respectively. For the case D,, = 0, it can be observed that de-
ploying the IRS nearby the GN and nearby the jammer both can
increase the average uplink rate, for enhancing the information
signal and reducing the jamming signal, respectively. Moreover,
it 1s observed that “IRS-G” outperforms “IRS-M” first and then
becomes less effective than the later. The reason is that when
the jamming is under the low level, the SNR at the UAV is
dominated by the noise, thus deploying the IRS nearby the GN
for improving the information signal is more useful to increase
the rate. However, as p,, increases lg) to sufficiently large, the
noise becomes ignorable and thus deploying the IRS nearby
the jammer for jamming reduction becomes more effective. For
the case D,, = 20, it is observed that the achievable uplink
rates for the three schemes all decreased and that for “IRS-M”
even becomes lower than that for “w/o IRS”. The reason is
that the passive beamforming for IRS needs accurate location
information to align the reflecting channels to the direct channel.
Due to jammer’s uncertain location, the jamming signal via
IRS cann’t be destructively combined with that from the direct
channel for J mming reduction. Compared to the case “IRS-
M”, “IRS-G” is insensitive to the jammer’s location and can
still enhance the information-carrying signals.

In Fig. 4, the achievable average rate for different schemes
versus the number of IRS elements are illustrated given p,,, =
15 dBm. It is observed when D,, = 0, the achievable average
rate for “IRS-M” increases at the beginning and then tends to
stability while “IRS-G” keeps a steady growth rate. The reason
is that as L increases up to sufficiently large, the jamming
signal in “IRS-M” case is well reduced and thus the reception
at the UAV is no more jamming-dominant, leading the lower

Bsrformance gain by increasing the number of IRS elements.
hile for “IRS-G”, the reception at the UAV can substantially
benefit from increasing L because the IRS in this case mainly
focuses on enhancing the information signal from GN. When
D,, = 20, it is observed that the average rate for “IRS-G”
is much higher than that for the other two and still benefits
from increasing the number of IRS elements. However, the
rate for “IRS-M” is lower than that for “w/o IRS” and even
decreases as increasing L. This is because for “IRS-G”, the
passive beamforming gain is insensitive the the location of
the jammer and a larger number of IRS elements is always
favorable to improve the rate; while for “IRS-M”, the passive
beamforming can no more reduce the jamming signal effectively
due to the uncertain location of the jammer, and even helps
enhance the jamming singal at the UAV statistically.

V. CONCLUSIONS

In this paper, we study the UAV uplink transmission assisted
by IRS in the presence of a jammer with imperfect location
information. By considering the GN’s power allocation, IRS
passive beamforming, and UAV trajectory, an alternating opti-
mization based algorithm is proposed to solve the problem by
exploiting the SDR, SDA and S-procedure methods. Simulation
results were shown to verify the performance of our proposed
algorithm, by considering two setups of the IRS deployment for
further exploiting the effect of IRS. Specifically, it is observed
that by deploying the IRS nearby the GN, the proposed joint
design can always improve the uplink transmission regardless
of the knowledge of jammer’s location; however, by degloying
the IRS nearby the jammer, the proposed design is effective
only when the jammer’s location is perfectly known.
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