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Abstract

In this paper, we present a Hybrid Spectral Denois-
ing Transformer (HSDT) for hyperspectral image denois-
ing. Challenges in adapting transformer for HSI arise from
the capabilities to tackle existing limitations of CNN-based
methods in capturing the global and local spatial-spectral
correlations while maintaining efficiency and flexibility. To
address these issues, we introduce a hybrid approach that
combines the advantages of both models with a Spatial-
Spectral Separable Convolution (S3Conv), Guided Spectral
Self-Attention (GSSA), and Self-Modulated Feed-Forward
Network (SM-FFN). Our S3Conv works as a lightweight al-
ternative to 3D convolution, which extracts more spatial-
spectral correlated features while keeping the flexibility to
tackle HSIs with an arbitrary number of bands. These fea-
tures are then adaptively processed by GSSA which per-
forms 3D self-attention across the spectral bands, guided
by a set of learnable queries that encode the spectral sig-
natures. This not only enriches our model with power-
ful capabilities for identifying global spectral correlations
but also maintains linear complexity. Moreover, our SM-
FFN proposes the self-modulation that intensifies the acti-
vations of more informative regions, which further strength-
ens the aggregated features. Extensive experiments are con-
ducted on various datasets under both simulated and real-
world noise, and it shows that our HSDT significantly out-
performs the existing state-of-the-art methods while main-
taining low computational overhead. Code is at https:
//github.com/Zeqiang-Lai/HSDT.

1. Introduction

Hyperspectral image (HSI) provides substantially more
abundant spectral information than the ordinary color im-
age, which makes it especially utilitarian in the field of re-
mote sensing [3, 4], biometric authentication [60], detection
[46], and geological science [19, 57]. Nevertheless, lim-
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Figure 1: Our method achieves state-of-the-art performance
while maintaining low computational overhead.

ited by imaging techniques, most existing HSI cameras still
suffer from various types of noise that might degrade the
performance of their applications, which urges the develop-
ment of robust HSI denoising algorithms.

Motivated by the intrinsic properties of HSI, traditional
HSI denoising approaches [70, 22] often exploit the opti-
mization schemes with priors, e.g., low rankness [75, 65],
non-local similarities [45, 47], spatial-spectral correlation
[52], and global correlation along the spectrum [66]. Whilst
offering appreciable performance, the efficacy of these
methods is largely dependent on the degree of similarity
between the handcrafted priors and the real-world noise
model, and these methods are often challenging to acceler-
ate with modern hardwares due to the complex processing
pipelines. Recent HSI denoising methods based on Convo-
lutional Neural Network (CNN) [71, 35, 5] get rid of hand-
crafted regularizations with learning-based prior and often
run faster with graphic accelerators and machine-learning
frameworks [50]. However, these methods are still insuf-
ficient for exploring the characteristics of HSI, e.g., global
and local spectral-spatial correlations. For example, HSID-
CNN [71] only considers the correlations between several
adjacent spectral bands. QRNN3D [66] and GRUNet [35]
model the global spectral correlations with quasi-recurrent
units [6] but suffer from the problem of vanished corre-
lations for long-range separate bands due to the recurrent
multiplications of merging weights. Besides, recent meth-
ods [66, 74] tend to use 3D convolution to explore the local
spectral-spatial correlations while maintaining the flexibil-
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ity to handle different HSIs. This strategy, however, intro-
duces substantially unwanted computation and parameters.

Starting from natural language processing [61], trans-
former architectures [17, 2] have recently been applied
to various vision tasks including color image restoration
[40, 72] and HSI processing [37, 7, 49]. With the multi-head
self-attention of transformer, these methods enjoy stronger
capabilities of capturing non-local similarity and long-range
dependency over aforementioned CNN-based methods. De-
spite of that, they are still suboptimal and inflexible for di-
verse HSIs. On the one hand, existing attentions for HSIs
apply along either spatial [37, 49] or 2D feature channel
[37, 7] dimensions, which could introduce quadratic com-
plexities or break down the structured spectral dependency.
On the other hand, their 2D architectural designs also make
their models specifically bound to one type of HSI, e.g., HSI
with 31 bands, and separate models have to be trained for
other types, e.g., HSI with 210 bands. This can be problem-
atic since the amount of available datasets is unevenly dis-
tributed for different HSIs. Finally, HSIs often exhibit ben-
eficial fixed structures, e.g., relative intensity correlations of
different bands for objects. Direct transfer of existing trans-
former blocks without considering this fact might lead to
suboptimal performance for HSI denoising.

In this paper, we propose a novel Hybrid Spectral De-
noising Transformer (HSDT) that effectively integrates the
local spectral-spatial inductive bias of the convolution and
the long-range spectral dependency modeling ability of the
transformer. Unlike previous HSI transformers [37, 7, 49],
HSDT is designed to be effective and flexible for handling
diverse HSIs in a single model, which results in a variety of
benefits, e.g., the ability to jointly utilize HSIs with differ-
ent numbers of bands for more sufficient training in data-
insufficiency scenarios. To achieve it, (a) we first introduce
a parallel Spectral-Spatial Separable Convolution (S3Conv)
unit that efficiently extracts more spatial-spectral meaning-
ful features than previous 3D [66] and separable convolu-
tions [16]. (b) With the stronger local spectral-spatial in-
ductive bias, the extracted features are then processed by
a newly proposed Guided Spectral Self-Attention (GSSA)
that performs the global self-attention along the 3D spectral
rather than spatial [49] or 2D spectral/channel dimensions
[37, 7] to selectively aggregate the information across dif-
ferent bands. This not only enriches our model with pow-
erful capabilities for identifying long-range spectral corre-
lations but also makes our model free of inflexibility of 2D
spectral SA for dealing with different HSIs, quadratic com-
plexity of spatial SA [17], the issue of vanished long-range
dependency of QRNN [66]. (c) Besides, inspired the rel-
atively stationary global patterns and statistics of features
of different HSI bands, as shown in Fig. 2, we propose to
enhance our GSSA with a set of learnable queries that en-
code the global spectral statistics for each band. We alterna-
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Figure 2: Visualization of feature maps of different bands
by performing global average pooling on spatial locations.
It can be observed that despite the difference of images, the
pooled feature maps of clean and noisy images share differ-
ent common patterns, which might be helpful for identify-
ing, e.g., cleaner bands, for denoising noisy bands.

tively switch between self-attention among spectral bands
and cross-attention between spectral bands and learnable
queries during the training, so that we can guide the GSSA
to pay attention to features that are more discriminative
and beneficial for denoising while keeping the flexibility.
(d) Moreover, we propose a Self-Modulated Feed-Forward
Network (SM-FFN) with a novel SM-branch to further
strengthen the aggregated features of more informative re-
gions. Extensive experiments on various datasets under dif-
ferent noise show that our HSDT consistently outperforms
the existing state-of-the-art (SOTA) methods while main-
taining low computational overhead, as shown in Fig. 1.

In summary, our contributions are that,
• We present HSDT, a 3D hybrid spectral denoising trans-

former that effectively captures the local spatial-spectral
features and long-range global spectral correlations.

• We introduce GSSA guided by a set of learnable queries
that encode the global statistics of HSIs, which models
long-range spectral correlations along 3D spectrum in-
stead of previous 2D spectral/channel dimensions.

• We propose SM-FFN with a novel self-modulated branch
for driving the model to pay attention to more informa-
tive regions, along with a S3Conv for extracting spatial-
spectral meaningful features.

2. Related Works
2.1. Hyperspectral Image Denoising

Traditional approaches for HSI denoising usually formu-
late the task as an optimization problem, which is solved
by imposing different types of handcrafted regularizations
[70, 48, 58, 45, 36]. Among these optimization-based meth-
ods, non-local similarity [45] has been widely utilized for
its ability to integrate the image patches across the spec-
tral and spatial locations. To reduce the computational bur-
den, global spectral low-rank correlation [65, 58, 75] has
also been heavily studied. Besides, different enhanced total



variation priors [51, 63, 70] are also adopted by considering
the smoothness of local image patches. Though these meth-
ods could achieve favorable performance, most of them are
computationally inefficient and can only address the noise
satisfying the required assumptions, e.g., Gaussian noise.

Meanwhile, recent works [71, 66, 35, 34] tend to exploit
deep learning to learn denoising mapping purely in a data-
driven manner. For most of these methods, the encoder-
decoder U-Net [56, 16, 35, 66] architecture is the promi-
nent choice due to its effectiveness for retaining both high-
and low-level multi-scale representations. Residual learn-
ing [21] is also widely adopted to reduce learning difficul-
ties from different perspectives, e.g., residual image [9] and
residual features [71, 35]. To consider the properties of
HSIs, e.g., spatial-spectral correlations, QRNN3D [66] pro-
poses to use 3D convolution and quasi-recurrent unit [6].
Our work adopts techniques, residual learning, 3D convolu-
tion, and U-shape architecture, but our blocks, e.g., S3Conv
is more efficient than 3D convolution, and our GSSA could
prevent vanished correlations for long-range spectral bands
of QRU [65]. Separable convolution [28] is first intro-
duced to replace 2D convolution. For HSI denoising, it is
also adopted in [29, 16, 23] to reduce computational burden
with similar motivations as ours. As a new alternative, our
S3Conv is separable 3D instead of 2D convolution [29] and
more effective than previous 3D variant [16].

2.2. Vision Transformers

Transformer [61] has been first introduced as a parallel
and purely attention-based alternative for recurrent neural
networks [15, 26] in the literature of natural language pro-
cessing. Though it is originally designed for modeling text,
recent works such as ViT [17] and DeiT [59], have success-
fully transferred the transformer for high-level vision tasks.
Recognizing the powerful representation abilities, this ar-
chitecture is also expeditiously adapted for low-level tasks
[40, 12, 39], such as natural image denoising. Among these
methods, one of the key problems they attempt to over-
come is the quadratic complexity of the Self-Attention (SA)
mechanism in the transformer. To address it, SwinIR [40]
is proposed as an adaption of Swin transformer [43] that re-
places global attention with a more efficient shift-window-
based attention. Similarly, Uformer [64] performs attention
over non-overlapped patches and adopts U-Net architecture
[56] to further increase efficiency. From a different perspec-
tive, Restormer [72] explores self-attention along the fea-
ture channels to realize the linear complexity. Despite their
superior performance for various natural image restoration
tasks, direct transfer of them for HSI can result in perfor-
mance degradations since none of them consider the prop-
erties of HSI. Instead, our HSDT introduce S3Conv and
GSSA that can extract more spectral correlated features,
which is more suitable for HSI.

For HSI processing, the applications of transformer pre-
viously concentrate more on the classification [27, 25, 54]
and spectral reconstruction [7, 41], but also recently ex-
tend to the HSI denoising [49, 37, 38, 68, 13]. For exam-
ple, to exploit the spatial attention, TRQ3DNet [49] com-
bines the QRU [66] and Uformer [64] block, while SST
[37] and DSTrans [68] employ the Swin transformer block.
To consider spectral correlations, most existing HSI trans-
formers, including SST [37], DSTrans [68], and MST [7],
utilize a 2D spectral/channel attention similar to Restormer
[72]. Basically, these methods have three major drawbacks
including (i) the spatial attention, e.g., Uformer [64] and
Swin [43], neither can model spectral relationships nor be
computationally friendly for HSI, (ii) spectral attention as
Restormer [72] and MST [7] essentially perform attention
on feature channel dimension C of 2D data X ∈ RH×W×C

and C could change for different layers, which makes them
no longer spectral attention. (iii) Built based on 2D ar-
chitectures for color images, these methods are usually not
flexible for handle different HSIs in a single model. On the
contrary, our GSSA is both effective for capturing global
spectral correlations and flexible for diverse HSIs as we
consider exact spectral attention along spectral D dimen-
sion of 3D data X ∈ RH×W×D×C . Concurrent to our
work, Hider [13] also consider 3D spectral attention. Dif-
ferent from it, our GSSA employs a simple pooling strategy
instead of conv-reshape strategy as Restormer [72] to com-
pute the query and key as well as learnable query, which
makes it much more effective and efficient.

3. Hybrid Spectral Denoising Transformer
In this section, we present Hybrid Spectral Denoising

Transformer (HSDT), a unified model for hyperspectral
image denoising with an arbitrary number of bands. To
achieve it effectively, our HSDT introduces several key de-
signs, including (i) a powerful and lightweight spectral-
spatial separable convolution as an alternative to 3D con-
volution, (ii) a guided spectral self-attention piloted by a set
of learnable queries, and (iii) a self-modulated feed-forward
network with an adaptive self-modulated branch.

The overall architecture of HSDT follows a U-shaped
encoder-decoder with skip-connections [56], which is de-
picted in Fig. 3(a). Such hierarchical multi-scale design not
only reduces the computational burden but also increases
the receptive fields, which is different from conventional
plain transformers [40, 17]. In general, HSDT is built by
stacking a series of transformer blocks as,

X̂ = BN(S3Conv(X)) (1)

Y = SM-FFN(GSSA(X̂) + X̂) (2)

where X ∈ RH×W×D×C ,Y ∈ RĤ×Ŵ×D×Ĉ are the input
and output feature maps, H,W denote spatial size, D de-
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Feed-Forward Network sequentially. We append batch normalization after each convolution and predict the residual image.

notes the number of spectral bands, C denotes the number
of feature maps, and BN denotes batch normalization [30].
More specifically, given the input noisy HSI, it is first pro-
jected into low-level features through a head transformer
block and then passed through several transformer blocks
to fuse the features along both spatial and spectral dimen-
sions. The residual connection is added to the final output
and the input noisy image. We use trilinear interpolations
for upsampling and adopt additive skip connections in all
levels of transformer blocks. Next, we illustrate the details
of each network component.

3.1. Spectral-Spatial Separable Convolution

Modern HSI cameras are capable of capturing images
with an exceedingly larger number of spectral bands, e.g.,
31 for Specim PS Kappa DX4 [20], and 224 for AVIRIS
sensor [32]. However, it is still difficult to collect a large
amount of training data for each device due to the complex
and time-consuming imaging processes. Hence, it is one of
the major concerns for an HSI denoising method if it can
handle images with a different number of bands using a sin-
gle model so that the dataset collected by different devices
can be jointly used for more sufficient training.

To address the issue, the sliding-window denoising strat-
egy [71] and Conv3D [66] have been adopted to build band-
flexible networks. However, their performance and effi-
ciency are still limited by the local receptive field and heavy
computation. In this work, we seek to preserve band flexi-
bility and augment our denoising transformer with inductive
bias while avoiding splitting HSI into windows. For this, we
propose Spectral-Spatial Separable Convolution (S3Conv),
a more lightweight and powerful variant of Conv3D that

parallel applies spectral and spatial convolution.
In detail, standard Conv3D filters spectral-spatial corre-

lated features but introduces a heavy burden on the num-
ber of parameters and computation. To alleviate the com-
putational burden, our S3Conv decouples the Conv3D into
two parallel branches, which separately process the inputs
along the spatial and spectral dimensions, as illustrated in
Fig. 3(b). The spatial convolution extracts features with 2D
filters for each band and the spectral convolution applies
1 × 1 projection to correlate the spectral information of all
bands. To obtain the final features, we combine the output
from two branches through element-wise addition. Instead
of a direct extension of 2D separable Conv for 3D data, our
S3Conv is spatial-spectral instead of spatial-channel sepa-
rable, which makes it more suitable for extracting spectral
correlation. Besides, our S3Conv is parallel instead of se-
quentially separated, which makes it easily accelerated.

3.2. Guided Spectral Self-Attention

Despite the spatial self-attention [40, 56] improves the
model performance by considering spatial interaction and
non-local similarities, it is computationally demanding and
might be difficult to deal with HSIs with a different num-
ber of bands. In this work, we propose an efficient Guided
Spectral Self-Attention (GSSA) that applies 3D SA along
the spectral than spatial nor channel dimensions. Our GSSA
is intuitively supported by the spectral correlations of HSI
and has linear complexity and long-range relation modeling
abilities. This makes our model extremely more powerful at
locating the informative regions to assist the denoising than
existing spectral integration techniques [66, 35].
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Spectral Self Attention. GSSA takes 3D feature maps
from previous S3Conv, i.e., X ∈ RH×W×D×C , and per-
forms 3D attention on D dimension, instead of C dimension
of X ∈ RH×W×C of previous 2D spectral attention [7, 37].
To perform attention, we first convert it into query, key, and
value. Unlike conventional attention block [61], only value
V̂ ∈ RH×W×D×C is linearly projected from X in GSSA.
Linear projections for query and key are not necessary ac-
cording to our experiments, so we omit it for simplicity.
Instead, we directly perform the global average pooling on
input X along the spatial dimensions to obtain the global
features of each band, i.e., Q,K ∈ RD×C . This pooling
strategy is not only parameter-free but it also differs from
previous reshape strategy [72, 7] that causes larger compu-
tation in the following dot-product attention.

Then, the transposed attention map A in the shape of
RD×D is obtained via dot-product between key K and
query Q with softmax normalization. Finally, we multiply
the attention map with the value V̂ to dynamically select the
essential features across the spectrum for each band, i.e.,

Attention(Q,K, V̂) = V̂ · Softmax(K ·Q) (3)

X̂ = WAttention(Q,K, V̂) +X. (4)

To better transform the features, we perform another linear
projection W ∈ RC×C on the fused features. Beside, we
learn the residual features to stabilize the training.

Learnable Query. Different spectral bands of HSIs often
exhibit some fixed relative relationships due to the physi-
cal spectral constraints. Inspired by this, we investigate the
global spectral feature maps of different HSIs, as shown in
Fig. 2. Perhaps surprisingly, we found that clean and noisy
HSIs exhibit clearly different shared patterns, which indi-
cates the possibilities to utilize them for identifying more
useful bands in GSSA. To achieve it, we propose to model
these global statistics of each band with a set of learnable
queries, as shown in Fig. 3(c). We perform cross-attention
(CA) between the pooled keys and learnable queries to filter
out most discriminative features for each band. The learn-
able queries are jointly trained with the other part of the

(a) Noisy HSI (b) Feature map (c) Modulation Weight

Figure 5: Our Self-Modulated FFN amplifies the features
in high-information-density regions, e.g., edges, with an
element-wise modulation weight. Yellow regions denote
higher weight.

model and not restricted to the input feature maps so that
they can better fit the statistics of clean HSIs. As a results,
the attention with learnable queries produce a remarkably
better attention map with clear interpretability that identi-
fies more informative bands with higher SNR to assist the
denoising of more noisy ones, as shown in Fig. 4.

Alternative Training Strategy. The learnable queries are
very useful to generate more discriminative attention, but
the number of queries has to be predefined to the number
of bands of the training dataset. It would disable the model
from handling HSIs with a different number of bands simul-
taneously. To address the issue, we propose an alternative
training strategy, in which we randomly switch between SA
and CA with learnable queries during the training. Since
the pooling operation in SA also captures global informa-
tion to some extent, the proposed learnable query with this
strategy can then be viewed as guidance leading the train-
ing of self-attention on more descriptive bands, which con-
sequently leads to better performance.

3.3. Self-Modulated Feed-Forward Network

Feed-Forward Network (FFN) is one of the most essen-
tial parts of transformer architectures, and it has been re-
ported that it might be the key to construct the meta struc-
ture of transformer than SA [69]. Traditional FFN [61] pro-
cesses the output features from the SA layer with two linear
projections and a non-linear activation between them.

In this work, we propose Self-Modulated FFN (SM-
FFN) with a fundamental augmentation of the vanilla FFN
using self-modulation. As shown in Fig. 3(d), we first
expand the input features channels X ∈ RH×W×D×C

with a scale factor of 2 through a linear projection, Y =
W3X,W3 ∈ RC×2C , then we split (also known as chunk
operation) the expanded features Y into two parts F,W ∈
RH×W×D×C . We treat one part F as the candidate fea-
tures and another part W after the sigmoid normalization as
an element-wise modulation weight. With the vanilla FFN
branch, our SM-FFN can be described as,

SM-Branch(X) = F⊙ Sigmoid(W), (5)



Ground Truth

Noisy LLRT [11] KBR[53] WLRTR[10] NGmeet[22] HSIDCNN[71] QRNN3D[66]

Ground Truth T3SC[5] GRUNet[35] Restormer[72] TRQ3D[49] SST [37] HSDT (Ours)
Figure 6: Visual comparison with error maps for simulated Gaussian noise removal on ICVL dataset. (σ = 70)

σ = 30 σ = 50 σ = 70 σ = blind
Methods Params (M) Runtime (s) PSNR SSIM SAM PSNR SSIM SAM PSNR SSIM SAM PSNR SSIM SAM
Noisy - - 18.59 0.110 0.807 14.15 0.046 0.991 11.23 0.025 1.105 17.34 0.114 0.859
LLRT [11] - 627 41.99 0.967 0.056 38.99 0.945 0.075 37.36 0.930 0.087 40.97 0.956 0.064
KBR [53] - 1755 41.48 0.984 0.088 39.16 0.974 0.100 36.71 0.961 0.113 40.68 0.979 0.080
WLRTR [10] - 1600 42.62 0.988 0.056 39.72 0.978 0.073 37.52 0.967 0.095 41.66 0.983 0.064
NGmeet [22] - 166 42.99 0.989 0.050 40.26 0.980 0.059 38.66 0.974 0.067 42.23 0.985 0.053
HSID-CNN [71] 0.40 0.48 41.72 0.987 0.067 39.39 0.980 0.083 37.77 0.972 0.096 40.95 0.984 0.072
QRNN3D [66] 0.86 0.44 42.22 0.988 0.062 40.15 0.982 0.074 38.30 0.974 0.094 41.37 0.985 0.068
T3SC [5] 0.83 0.95 42.36 0.986 0.079 40.47 0.980 0.087 39.05 0.974 0.096 41.52 0.983 0.085
GRUNet [35] 14.2 0.87 42.84 0.989 0.052 40.75 0.983 0.062 39.02 0.977 0.080 42.03 0.987 0.057
Restormer [72] 26.2 0.31 42.80 0.990 0.062 41.03 0.985 0.062 39.62 0.980 0.069 41.99 0.987 0.064
TRQ3D [49] 0.68 0.47 43.25 0.990 0.046 41.30 0.985 0.053 39.86 0.980 0.061 42.47 0.988 0.054
SST [37] 4.14 1.40 43.57 0.991 0.045 41.41 0.986 0.052 39.89 0.980 0.058 42.81 0.988 0.047
SERT [38] 1.91 0.44 43.99 0.991 0.043 41.82 0.986 0.051 40.28 0.981 0.059 43.20 0.988 0.047
HSDT-S(Ours) 0.13 0.36 43.31 0.990 0.047 41.16 0.985 0.055 39.66 0.980 0.064 42.57 0.988 0.051
HSDT-M(Ours) 0.52 0.60 44.02 0.991 0.041 41.82 0.986 0.049 40.33 0.981 0.055 43.32 0.989 0.045
HSDT-L(Ours) 2.09 0.69 44.31 0.992 0.041 42.09 0.987 0.048 40.59 0.982 0.054 43.59 0.989 0.044

Table 1: Gaussian denoising results on ICVL. Blind denotes Gaussian noise with random sigma (ranged from 30 to 70).
HSDT-M doubles the width/channels of HSDT-S. HSDT-L increases the network depth of HSDT-M with an additional
transformer block. The runtime is averaged over 10 runs.

SM-FFN(X) = W1(GELU(W2X)) + SM-Branch(X),
(6)

where W2 ∈ RC×2C ,W1 ∈ R2C×C . Intuitively, our
SM branch is designed and works as a soft max-pooling
that amplifies the activation of regions with higher infor-
mation density. As reflected in Fig. 5, this makes our net-
work more robust by emphasizing the features in regions
that are more important for improving the reconstruction
quality, e.g., edges and corners.

4. Experiments
4.1. Experimental Setup

Datasets. We use three public HSI datasets with natu-
ral scenes, i.e., ICVL [1], CAVE [67], RealHSI [74], and
one remotely sensed dataset Urban [32]. ICVL and CAVE
are unpaired datasets with solely clean images. RealHSI
and Urban are paired and unpaired datasets with real-world
noise. ICVL and CAVE share the same spectral resolution
of 31, while RealHSI and Urban have different spectral res-

olutions of 34 and 210. We train and test the models on
ICVL under simulated noise. For other datasets, we test the
zero-shot performance with the models trained on ICVL.
We use 100 images from ICVL for training, and we ran-
domly select the main 512×512 regions of 50 images from
ICVL, and the entire regions of 12, 15 and 1 images from
CAVE, RealHSI, and Urban for testing.

Noise Settings. We consider simulated Gaussian and
complex noise as well as real-world noise provided by Re-
alHSI [74] and Urban [32]. The Gaussian noise is sampled
from zero-mean i.i.d Gaussian distribution with different
variances and we evaluate different methods on 30, 50, 70,
and blind (range from 10 to 70) noise strengths. Following
[66], the complex noise is composed of non-i.i.d Gaussian
noise and one or several types of complex noise, including,
stripe, deadline, and impulse noise.

Implementation Details. We implement the proposed
method with PyTorch [50]. The network is trained by op-
timizing the mean-square-root error between predicted im-



Ground Truth

Noisy LRTV [24] NMoG [14] TDTV [63] HSID-CNN [71] QRNN3D [66]

Ground Truth GRUNet [35] Restormer [72] TRQ3D [49] SST [37] HSDT (Ours)
Figure 7: Visual comparison with error maps for simulated complex noise removal on ICVL dataset. (mixture case)

non-iid stripe deadline impulse mixture
Methods PSNR SSIM SAM PSNR SSIM SAM PSNR SSIM SAM PSNR SSIM SAM PSNR SSIM SAM
Noisy 18.25 0.168 0.898 17.80 0.159 0.910 17.61 0.155 0.917 14.80 0.114 0.926 14.08 0.099 0.944
LRTV [24] 33.62 0.905 0.077 33.49 0.905 0.078 32.37 0.895 0.115 31.56 0.871 0.242 30.47 0.858 0.287
NMoG [14] 34.51 0.812 0.187 33.87 0.799 0.265 32.87 0.797 0.276 28.60 0.652 0.486 27.31 0.632 0.513
TDTV [63] 38.14 0.944 0.075 37.67 0.940 0.081 36.15 0.930 0.099 36.67 0.935 0.094 34.77 0.919 0.113
HSID-CNN [71] 40.14 0.984 0.067 39.53 0.983 0.720 39.49 0.983 0.071 36.69 0.959 0.156 35.36 0.954 0.169
QRNN3D [66] 42.79 0.978 0.052 42.35 0.976 0.055 42.23 0.976 0.056 39.23 0.945 0.109 38.25 0.938 0.108
T3SC [5] 41.28 0.987 0.065 40.85 0.986 0.072 39.54 0.983 0.096 36.06 0.952 0.203 34.48 0.946 0.228
GRUNet [35] 42.89 0.992 0.047 42.39 0.991 0.050 42.11 0.991 0.050 40.70 0.985 0.067 38.51 0.980 0.081
Restormer [72] 40.81 0.987 0.050 40.49 0.986 0.052 39.89 0.986 0.055 37.60 0.972 0.746 36.21 0.968 0.752
TRQ3D [49] 43.34 0.992 0.042 43.05 0.992 0.043 42.70 0.992 0.045 41.22 0.983 0.075 40.27 0.983 0.075
SST [37] 43.43 0.993 0.042 43.02 0.992 0.044 42.95 0.992 0.044 41.27 0.985 0.064 39.19 0.983 0.067
SERT [38] 44.10 0.993 0.038 43.80 0.993 0.040 43.55 0.993 0.041 40.56 0.977 0.080 39.25 0.977 0.079
HSDT-S(Ours) 43.46 0.992 0.044 43.13 0.992 0.047 42.97 0.991 0.047 41.11 0.976 0.110 40.22 0.974 0.116
HSDT-M(Ours) 44.56 0.994 0.039 44.29 0.993 0.040 44.18 0.993 0.040 41.28 0.977 0.101 40.46 0.976 0.106
HSDT-L(Ours) 44.94 0.994 0.036 44.69 0.994 0.038 44.55 0.994 0.037 42.02 0.980 0.101 41.07 0.980 0.101

Table 2: Complex denoising results on ICVL. non-iid denotes Non i.i.d Gaussian noise. stripe, deadline, impulse denote the
combination of non-iid and corresponding complex noise. mixture denotes the combination of all the mentioned noise.

ages and the ground truth. We adopt Adam [33] optimizer
with a multi-step learning scheduler whose initial learning
rate is set to 1 × 10−3 and decayed by a factor when it
reaches the predefined milestones. Following [66], we use
a multi-stage training strategy to train models for Gaussian
and complex noise. The learning rate warmup is used be-
tween training stages. The batch size and training patch size
are set to 16 and 64×64. All our models for Gaussian noise
are trained for 80 epochs, and the models for complex noise
are obtained by another 30 epochs of fine-tuning. We use
pretrained complex denoising models for real noise.

4.2. Main Results

Gaussian Denoising. We evaluate our method against
SOTA optimization-based methods (i.e. LLRT [11], KBR
[53], WLRTR [10], and NGmeet [22]), and deep-learning-
based HSI denoising methods (i.e., HSID-CNN [71],
QRNN3D [66], GRUNet [35], T3SC [5], TRQ3D [49]),
SST [37], and SERT [38]. The SOTA RGB denoising trans-
former, i.e., Restormer [72], is also included by adjusting
the input and output channels and training with the same

HSI dataset as ours. As the quantitative results provided in
Tab. 1. we can observe that our method achieves superior
performance outperforming the other ones by over 1 dB im-
provement on PSNR. Besides, we achieve the lowest SAM
metric, which indicates that our method is better at main-
taining spectral consistency. The synthetic color image is
given in Fig. 6 for the visual comparison.

Complex Denoising. While Gaussian denoising might be
useful for some scenarios, e.g., as a plug-and-play denoiser
[35], it is not common for real-world images. We, there-
fore, also compare our method with several recently de-
veloped methods on simulated complex noise. As most
optimization-based methods only perform well on the noise
settings they can solve, we compare our method with a dif-
ferent set of optimization-based methods including, LRTV
[24], NMoG [14] and TDTV [63], in addition with the same
set of deep-learning-based methods as Gaussian denoising.
As shown in Tab. 2, our method again achieves the best
performance with up to 1.7 dB improvement on PSNR. It
demonstrates the stronger modeling ability of our method.



Noisy TDTV [63] HSID-CNN [71] QRNN3D [66] HSIDwRD [74] HSDT(Ours)

Ground Truth TDTV [63] HSID-CNN [71] QRNN3D [66] HSIDwRD [74] HSDT(ours)

Figure 8: Visual results for real-world noise removal on Urban Dataset (Top) and Real [74] Dataset (Bottom).

RealHSI [74] CAVE [67]
Methods Params(M) PSNR SAM PSNR SAM
Noisy - 23.31 0.257 18.99 0.901
NMoG [14] - 30.90 1.762 30.84 37.86
TDTV [63] - 31.14 1.853 33.14 22.34
HSID-CNN [71] 0.40 31.05 0.096 36.09 0.318
QRNN3D [66] 0.86 31.13 0.094 37.80 0.247
GRUNet [35] 14.2 31.03 0.091 37.33 0.288
HSIDwRD [74] 23.6 31.23 0.092 39.37 0.188
HSDT-L(Ours) 0.52 31.42 0.091 39.80 0.174

Table 3: Additional results on RealHSI and CAVE.

The visual comparison is given in Fig. 7. Similar to the
results of Gaussian noise, our reconstruct better images.

Real World Denoising. We also conduct experiments on
the recently developed RealHSI dataset [74] using the mod-
els trained on ICVL. We compare our methods with the
model in [74] and several leading competing methods of
complex denoising. The methods that cannot generalize to
HSIs with 34 bands, i.e., T3SC [5] and Restormer [72], SST
[37], SERT [38], TRQ3D [49], are not included. The quan-
titative results are given in Tab. 3. It can be seen that our
method achieves better performance with fewer parameters.
The visual results are provided in the bottom row of Fig. 8.
It can be observed that our method produces cleaner and
sharper results while the others are blurry or could not com-
pletely remove the noise.

4.3. Generalization to Other Datasets

We have demonstrated the stronger generalization abili-
ties of our method on real-world denoising dataset [74] with
models trained purely on ICVL and simulated noise. With
the same models, we provide results on more datasets with
different scenes and the number of bands.

SSA Guidance SM-FFN Conv Params PSNR SAM
✗ ✗ ✗ Conv3D 0.43M 38.28 0.101
✓ ✗ ✗ Conv3D 0.55M 41.34 0.057
✓ ✓ ✗ Conv3D 0.55M 41.46 0.054
✓ ✓ ✓ Conv3D 0.58M 41.62 0.052
✓ ✓ ✓ S3Conv 0.52M 41.82 0.049

Table 4: Break-down ablation on the proposed components.

Natural HSI. The CAVE [67] is another widely used HSI
denoising dataset that contains more indoor scenes, e.g., dif-
ferent materials and objects. We evaluate the performance
under mixture complex noise with the models trained on
ICVL. As shown in Tab. 3, our model still achieves the
best performance against the others with a large margin,
which proves the stronger generalization capabilities of our
method to handle out-of-distribution images.

Remotely Sensed HSI. We demonstrate that our model
trained on ICVL with 31 bands can be directly transferred
to datasets with a totally different number of bands, e.g., Ur-
ban with 210 bands, without any fine-tuning. This is largely
supported by the flexibility of the proposed GSSA and
S3Conv units, while such flexibilities are not presented in
models, e.g., Restormer [72] and TRQ3D [49]. We present
the visual comparison in Fig. 8. It can be observed that
QRNN3D [66] could not completely remove the row noise
and lose the details of the roof. HSID-CNN [71] and TDTV
[24] eliminate the most noise but produce more blurry re-
sults. Our method instead removes most noise while main-
taining the sharper details.

4.4. Ablation Studies

We adopt Gaussian denoising (σ = 50) on ICVL to con-
duct the ablation studies. The baseline model is derived by
removing our S3Conv, GSSA, and SM-FNN from HSDT-
M. We also conduct the per-component ablation studies,
which are provided in the supplementary material.



Break-down Ablation. We provide the results of break-
down ablations in Tab. 4, in which we gradually add the
proposed blocks back to the baseline model. It can be seen
that GSSA provides the most performance gain, which can
be attributed to the importance of spectral correlations for
HSI denoising. The LQ guidance and SM-FFN improve
the models with negligible parameter growth, while S3Conv
improves the performance with even fewer parameters.

5. Conclusion

We present HSDT, an effective and flexible transformer
for hyperspectral image denoising. Built upon the hybrid
hierarchical architecture, our HSDT is equipped with a
novel S3Conv, GSSA, and SM-FFN module to effectively
integrate the local spectral-spatial inductive bias and the
long-range spectral dependency modeling. Our S3Conv ex-
tracts highly correlated local spatial-spectral features with-
out harming efficiency and flexibility, while the GSSA pro-
vides stronger capabilities for capturing global spectral cor-
relations, guided by a set of learnable queries that encode
the band-wise spectral signatures. With the SM-FFN to fur-
ther strengthen the aggregated features of more informative
regions, our model outperforms the existing SOTA methods
on various datasets under simulated and real-world noise.
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A. More Details about GSSA
Computational Complexity of GSSA. Given an input
X ∈ RH×W×D×C where H,W denote height and width,
D denotes the number of spectral bands, C denotes the fea-
tures channels, the computational complexity of each step
of GSSA is summarized in Tab. 5. Since the feature chan-
nels are typically larger than the number of spectral bands,
the asymptotic computational complexity of GSSA is dom-
inated by two linear transformations, i.e., Linear for V and
Post linear.

Step Complexity
Linear for V (H ×W ×D)× C2

Pooling for Q,K 2× (H ×W )× (D × C)
Compute attention matrix D ×D × C
Feature aggregation H ×W × C ×D ×D
Post linear (H ×W ×D)× C2

Total O((H ×W ×D)× C2)

Table 5: The computational complexity of GSSA. The over-
all complexity of GSSA is linear with respect to image size.

Fast Implementation. With the simplification of pixel-
wise attention via global average pooling, our GSSA can
be efficiently implemented with a depth-wise convolution
by treating the shared attention map as a convolution fil-
ter and swapping the spectral and channel dimensions. The
speed comparison is shown in Tab. 6, and it can be seen
that the Conv-based implementation is approximately 20%
faster than the naive Matmul-based one.

Implementation Runtime (s) PSNR
Matmul-based 0.60 41.82
Conv-based 0.47 41.82

Table 6: Speed of different implementations of GSSA. Our
Conv-based implementation reduces the running time with-
out harming the performance.

A.1. Comparison against other Attention.

Here, we provide a more detailed explanation regarding
the differences between our GSSA and existing channel or
spectral attention mechanisms. We highlight that our GSSA
is significantly different from previous attention mechanisms
in a variety aspects. Since GSSA performs attention along
spectral rather than spatial dimensions, we here compare it
with four previous attention mechanisms that apply along
spectral or channel dimensions including:

Fig. 9 illustrates the structures of the aforementioned
attention mechanisms. It is worth noting that all previ-
ous methods are essentially variants of MDTA proposed
in Restormer, whereas our GSSA is fundamentally distinct
from them. In the following, we will provide a detailed

Attention Method Task
MDTA Restormer [72] Color image restoration

MS-MSA MST [7] Spectral Reconstruction
GSA SST [37] HSI denoising

MGSA Hider [13] HSI denoising

Table 7: The competing attention mechanisms.

explanation of the main differences between the previous
methods and our GSSA.

3D vs 2D Data Format. The first notable difference,
which can be easily confused with previous work, is that
our GSSA performs attention on the spectral dimension, i.e.,
the D dimension of a 5D data cube x ∈ RB×C×D×H×W .
In contrast, previous works, such as MST, and SST, even
though they refer to their attention mechanisms as spectral
attention, essentially apply channel attention along the C
dimension of a 4D data cube x ∈ RB×C×H×W , which is
the same as MDTA. Our 3D approach provides the flexi-
bility to handle HSIs with different bands within a single
model. Additionally, it achieves superior performance by
preserving the structures of different bands, i.e., each band
possesses its own feature set, and their relationship remains
unchanged across layers of the entire model.

QKV Projection. The second key difference pertains to
the projections used for the query, key, and value. Conven-
tional attention mechanisms typically employ three linear
projections to project the input into query, key, and value.
This approach is utilized in all of the compared methods,
with the exception of our GSSA. Instead, our GSSA applies
linear projection solely for the value, which greatly simpli-
fies the design. By contrast, MDTA needs a extra 3x3 depth-
wise convolution after the linear projection. MGSA is iden-
tical to MDTA, except that it employs a 3D convolution.
MS-MSA and GSA are the same and solely utilize linear
projections, with the exception that MS-MSA employs an
additional mask attention specifically designed for spectral
reconstruction.

Pooling vs Reshape. The third difference is that our
GSSA uses global average pooling to obtain feature maps
for each band. This differs from previous methods that
adopt a reshape approach. Our method is significantly more
computationally efficient compared to previous approaches.
Previous methods reshape the Q, K, and V tensors from a
shape of H×W×C into HW×C, treating HW as the fea-
tures for each channel. This leads to a time complexity of
dot-product attention that is linear with respect to the image
size, i.e., D×D×HWC. In contrast, our GSSA approach
only has a constant time complexity D ×D × C, where D
denotes the number of bands.

Learnable Query. The fourth notable difference is the
introduction of the learnable query (LQ), which is moti-
vated by the fixed patterns of pixel values across different
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Figure 9: Comparison of different spectral/channel attention mechanisms. Our GSSA is significantly different from previous
attention mechanisms. We could observe MDTA and MGSA are almost identical; MS-MSA and GSA are almost identical.
Besides, MS-MSA and GSA are also basically simpler version of MDTA without depthwise convolution. Please refer to the
text for detailed explanation.

bands. For example, the values of band 100 nm and 200 nm
are correlated. Our LQ helps to identify these correlations
and the alternative training strategy enables improvements
without any extra cost on the number of parameters, infer-
ence time, and the flexibility to handle HSIs with different
bands.

B. More Ablation Studies
To evaluate the effectiveness of the proposed compo-

nents, we conduct a series of experiments to explore the
different design choices for each part of our HSDT ar-
chitecture. Specifically, we compare the proposed blocks,
which include GSSA, S3Conv, and SM-FNN, by separately
replacing them with existing blocks that share the same
functionality, e.g., replacing S3Conv with Conv3D. We use
HSDT-M as the base model and evaluate the performance
of the different blocks by replacing them one at a time. For
blocks that cannot be incorporated into our 3D architectural
design of HSDT, such as 2D spectral attention [37], we re-
port the results obtained using their respective models.

Spatial-Spectral Separable Convolution. We evaluate
several variants of our S3Conv. The most straightforward
variant, S3Conv-S, sets the number of spatial convolutions
to 1, while the S3Conv variant that we adopt uses 2. An-
other variant, S3Conv-Seq, applies spatial and spectral con-
volutions sequentially instead of in parallel. As shown
in Table 8, both variants achieve comparable performance
with roughly 60% of the parameters used by Conv3D.
Our adopted version achieves a 0.2 dB PSNR gain with
only 80% of the parameters used by Conv3D. Notably, our
S3Conv approach significantly outperforms previous HSI

Model #P(Conv) #P(Total) PSNR SAM
Conv3D 0.43M 0.58M 41.62 0.052
Sep3D [16] 0.37M 0.53M 41.44 0.054
S3Conv-S 0.26M 0.42M 41.47 0.052
S3Conv-Seq 0.26M 0.42M 41.58 0.052
S3Conv 0.36M 0.52M 41.82 0.049

Table 8: Comparison of different S3Conv variants against
3D convolution and previous separable convolution. Our
S3Conv achieves significant better performance with fewer
parameters. Our methods are highlighted as gray . #P de-
notes the model parameters.

separable convolution approaches [16], achieving over 0.4
dB PSNR improvement with even fewer parameters.

Guided Spectral Self-Attention. We compare the pro-
posed GSSA approach with existing spectral fusion tech-
niques, including QRU [66], GSA [37], MS-MSA [7],
MDTA [72], and MGSA [13]. It is worth noting that al-
though GSA and MS-MSA are named as spectral attention,
they are essentially channel attentions derived from MDTA,
as discussed earlier. Furthermore, GSA, MS-MSA, and
MDTA are all 2D attention approaches that work with 4D
data formats instead of the 5D data format used by HSDT.
Therefore, we report the results of their models when com-
pared with GSA, MS-MSA, and MDTA. For 3D spectral
fusion techniques such as QRU and MGSA, we report the
results of models that replace the GSSA of HSDT-M with
them. Table 9 presents the results of different attention
mechanisms. Our GSSA approach achieves the best results
against the other approaches. Notably, our GSSA outper-



forms previous GSA and MGSA approaches (which are also
designed for HSI denoising) by a large margin, demonstrat-
ing the effectiveness of our designs.

Model Params PSNR SAM
QRU [66] 0.57M 41.31 0.064
GSA [37] & MS-MSA [7] 4.14M 41.41 0.052
MDTA [72] 26.2M 41.03 0.062
MGSA [13] 0.50M 39.74 0.102
GSSA 0.52M 41.82 0.049

Table 9: Results of our GSSA in comparison with other
attention blocks. Our GSSA achieves a prominent improve-
ment against QRU by over 0.5 PSNR improvement, while
previous HSI denoising transformer with GSA only outper-
forms QRU by only 0.1 PSNR.

Self-Modulated Feed-Forward Network. The proposed
SM-Branch can be used without additional conventional
FFN. As shown in Tab. 10, the sole use of SM-Branch also
outperforms the conventional FFN, and the combination of
them both yields the best results with very few extra pa-
rameters. The GDFN [72] developed for RGB restoration
performs poorly and might be unsuitable for our model.

Model Params PSNR SAM
FFN 0.49M 41.67 0.050
GDFN [72] 0.49M 37.38 0.094
SM-Branch 0.45M 41.74 0.051
SM-FFN 0.52M 41.82 0.049

Table 10: Comparison of the existing FFN with our SM-
FFN and SM-Branch.

C. More Discussions

Visualization of S3Conv. To demonstrate the effective-
ness of our S3Conv. We provide a comparison of the fea-
tures map between S3Conv and conventional 3D convolu-
tion. As shown in Fig. 10, our S3Conv extracts more spatial
meaningful features.

Analysis of SM-FFN. The proposed SM-FFN is designed
for strengthening the features with higher activation via a
self-modulation operation. The improvement provided by
SM-FFN could be intuitively explained by the emphasis on
more informative regions that typically have higher activa-
tion. In the following, we provide some possible relations
between our SM-FFN and the SiLU [18] activation, which
might further imply why our SM-FFN works better. Specif-
ically, The SiLU activation is,

y = x⊙ sigmoid(x), (7)

(a) Input

(b) Ground Truth

(c) Feature maps produced by  Conv3D

(d) Feature maps produced by S3Conv

Figure 10: Comparison of the feature maps extracted by
conventional 3D convolution and our S3Conv.

where x and y are the input and output feature maps. It
can be observed that SiLU could be treated as a kind of
self-modulation where the modulation weight is computed
from the input itself. However, such homogeneous self-
modulation might be limited in expressive abilities. Instead,
our SM-FFN employs a heterogeneous self-modulation,

y = Linear1(x)⊙ sigmoid(Linear2(x)), (8)

where we adopt two extra linear projections to project in-
put x into two different spaces. This removes the restriction
of SiLU where the input x should simultaneously play two
roles of features and modulation weight. Thus, our SM-
FFN can obtain the advantages of SiLU, e.g., training sta-
bility and implicit regularization while maintaining more
representation capability. Consequently, it leads to better
performance than conventional FFN.

D. Extension as Plug-and-Play Prior
Considering the superior performance of our method on

the Gaussian denoising task, we demonstrate that HSDT
can be used a plug-and-play (PnP) prior [8] to solve gen-
eral HSI restoration tasks with proximal algorithms, e.g.,
ADMM and HQS.

Experimental Setup. We adopt PnP-ADMM [35] to ex-
tend our method to the tasks of compressive sensing,
and super-resolution. To meet the requirements of PnP
algorithms, i.e., Gaussian denoiser for continuous noise
strengths, we retrain our model, i.e., HSDT-M, with an ad-
ditional noise level map [73] on simulated Gaussian noise
ranged from 0 to 70. We run 40 iterations for compressive
sensing and 24 iterations for super-resolution. The hyper-
parameters of the algorithms are manually tuned to achieve
the best performance.

Compressive Sensing. We conduct the simulated experi-
ments on CASSI [62] system. Following [55], the shifting
random binary mask [44] is used in our simulation. We



Method PSNR SSIM
2DTV 25.26 0.863
3DTV 28.46 0.910
DeSCI [42] 26.62 0.912
SCI-TV-FFDNet [55] 29.35 0.925
DPHSIR [35] 30.56 0.945
PnP-HSDT (ours) 31.64 0.948

(a) Results on the task of compressive sensing.

2x 4x
Method PSNR SSIM PSNR SSIM
Bicubic 35.13 0.9575 35.12 0.954
SSPSR [31] 47.55 0.995 39.19 0.979
Bi-3DQRNN [20] 42.53 0.989 39.56 0.979
DPHSIR [35] 48.75 0.996 40.95 0.980
PnP-HSDT (ours) 49.76 0.996 41.56 0.982

(b) Results on the task of super-resolution.

Table 11: Experimental results of our PnP extension on the task of compressive sensing and super-resolution.

provide the results on CAVE Toy, which is obtained from
[42]. We compare several recent methods, including DPH-
SIR [35], SCI-TV-FFDNet [55], DeSCI [42], and traditional
methods, i.e., 2DTV and 3DTV. The quantitative results are
shown in Tab. 1a. It can be seen that our method obtains the
best performance with over 1 dB improvement on PSNR.
Specifically, the improvement is purely obtained through
the superior denoising ability of our model, which means
our model can also be integrated into other more advanced
PnP methods for further improvement, e.g., [55].

Super-Resolution. We also provide results on the task of
HSI super-resolution. Following [35], we first blur the high-
resolution HSI via an 8×8 Gaussian blur kernel with σ = 3,
and then downsample the image to obtain the low-resolution
HSI. We provide the results on ICVL with a scale factor
of 2 and 4. The competing methods include several re-
cently developed methods, e.g., SSPSR [31], Bi3DQRNN
[20], and DPHSIR [35] . As shown in Tab. 1b, our method
achieves the best performance. In particular, our method
only needs the pretrained Gaussian denoising model, which
is the same as [35]. The improvement against [35] comes
from the better PnP denoising prior, which further demon-
strates the stronger denoising ability of our method.

E. More Implementation Details
Setup of the Learning Rate. In this part, we provide
more details about the multi-step learning rate scheduler
that we used for training our simulated Gaussian and com-
plex denoising models. Specifically, we use a multi-stage
training strategy to train the models for Gaussian noise and
complex noise. The learning rate is set up as shown in
Tab. 3a. We use learning rate warmup to gradually increase
the learning rate from 0 to 1 × 10−3 for the first epoch of
the second stage.

Details of the Simulated Complex Noise. We follow
[66] for constructing simulated complex noise. In details,
we consider the non-independent and non-identically dis-
tributed (non-i.i.d) Gaussian noise, stripe noise, deadline
noise, impulse noise, and the combination of the aforemen-
tioned noise (denoted as mixture noise). The details about
these five cases of noise are listed as follows,

• Non-i.i.d noise. The non-independent and non-
identically distributed Gaussian is added to every pixel of
each HSI. The noise strength is randomly selected from
10, 30, 50, and 70.

• Stripe noise. Stripe noise (5% to 15% percentages
of columns) is added to randomly selected one-third of
bands. Non-i.i.d. Gaussian noise is added to All bands.

• Deadline noise. Deadline noise is added to randomly se-
lected one-third of bands. Non-i.i.d. Gaussian noise is
added to All bands.

• Impulse noise. Impulse noise with intensity ranging from
10% to 70% is added to randomly selected one-third of
bands. Non-i.i.d. Gaussian noise is added to All bands.

• Mixture noise. Each band is randomly corrupted by at
least one kind of noise mentioned above.

System Configuration. In the main paper, we compare
the running time of different methods. All the comparisons
are performed with an Nvidia GeForce RTX 3090, and an
Intel(R) Core(TM) i9-10850K CPU @ 3.60GHz on Ubuntu
20.04.1 LTS. All the CNN-based methods are implemented
and tested with PyTorch 1.7.1. All the optimization-based
methods are implemented and tested with Matlab. We test
the running time on ICVL with an image size of 512× 512
by repeating the test 10 times and averaging the results.

F. Future work.

In this work, we propose a transformer architecture, i.e.,
HSDT for hyperspectral image denoising. We introduce
several effective and generalizable components to better ex-
plore the spatial-spectral and global spectral correlations of
HSI. Specifically, it is worthwhile to explore the applica-
tions of the proposed S3Conv and HSDT for more network
architectures and tasks. Furthermore, our learnable queries
could also be extended to condition on some external infor-
mation for more explicit guidance. For example, we might
be able to inject the Gaussian noise strength into the net-
work with learnable queries, through an embedding layer.
This is helpful for a PnP Gaussian denoiser, where the noise
strength is known.



Stage 1 Gaussian Noise σ = 50

Epoch 0 - 20 20 - 30
LR 1× 10−3 1× 10−4

Stage 2 Gaussian Noise σ = 10, 30, 50, 70

Epoch 30 - 45 45 - 55 55 - 60 60 - 65 65 - 75 75 - 80
LR 1× 10−3 1× 10−4 5× 10−5 1× 10−5 5× 10−6 1× 10−6

Stage 3 Complex Noise
Epoch 80 - 90 90 - 95 95 - 100 100 - 105 105 - 110
LR 1× 10−3 5× 10−4 1× 10−4 5× 10−5 1× 10−5

(a) Our multi-step learning rate scheduler.

System Ubuntu 20.04.1 LTS
GPU Nvidia GeForce RTX 3090
CPU Intel(R) Core(TM) i9-10850K CPU
Framework PyTorch 1.7.1
Driver Cuda 11.2
Software Matlab 2020
Dataset ICVL
Image Size 512× 512

Repeat times 10

(b) System configuration for the speed test.

Table 12: More implementation details. (a) We adopt a multi-stage training strategy with the learning warmup setup for
the first epoch. (b) We provide the system configuration as the results of the speed test are strongly correlated with the
configuration.

G. Broader Impacts
Our work has no ethical issues or broader impacts.


