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ABSTRACT

Recent studies show that models trained by continual learn-
ing can achieve the comparable performances as the standard
supervised learning and the learning flexibility of continual
learning models enables their wide applications in the real
world. Deep learning models, however, are shown to be vul-
nerable to adversarial attacks. Though there are many stud-
ies on the model robustness in the context of standard super-
vised learning, protecting continual learning from adversarial
attacks has not yet been investigated. To fill in this research
gap, we are the first to study adversarial robustness in contin-
ual learning and propose a novel method called Task-Aware
Boundary Augmentation (TABA) to boost the robustness of
continual learning models. With extensive experiments on
CIFAR-10 and CIFAR-100, we show the efficacy of adver-
sarial training and TABA in defending adversarial attacks.

Index Terms— Adversarial training, continual learning,
data augmentation

1. INTRODUCTION

Continual learning studies the problem of learning from an
infinite stream of data, with the goal of gradually extending
acquired knowledge and using it for future learning [[1]. The
major challenge is to learn without catastrophic forgetting:
performance on a previously learned task or domain should
not significantly degrade over time when new tasks or do-
mains are added. To this end, researchers have proposed var-
ious methods [2l 13} 14, |5] to reduce the computational costs
while maintaining the performances for learned tasks. As
such, continual learning has made a wide range of real-world
applications into reality recently [6} [7]].

Though the training process of continual learning is quite
different from regular supervised learning, the model trained
with continual learning is exactly the same as the regular su-
pervised learning during inference. Recent studies [8, [9] on
adversarial examples reveal the vulnerabilities of well-trained
deep learning models, which are easy to break through. Thus,
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Fig. 1. Robust continual learning and the issue of robustness
forgetting. (e.g. “adversarial dog” is predicted wrong after
training on Task t).

it’s natural to assume that models trained with continual learn-
ing suffer from adversarial examples as well. Considering
the real-world applications of continual learning models, it is
essential to protect continual learning models against adver-
sarial attacks. There have been a number of studies explor-
ing how to secure the deep learning models against adversar-
ial examples [[10, [11]], but surprisingly, protecting continual
learning from adversarial attacks has not been fully studied.
To bridge the gap between continual learning and ad-
versarial robustness, we focus on the replay-based continual
learning methods and take the first step to develop robust con-
tinual learning methods. As we stated above, nevertheless,
data from previously learned tasks in continual learning are
partially accessible, causing the imbalance between previous
tasks and new tasks. In this case, models trained in current
stage usually tend to overfit the new class data. As such, the
catastrophic forgetting of adversarial robustness is inevitable
in robust continual learning, i.e. when leveraging adversarial
training [10, [11] in continual learning for adversarial robust-
ness (see Fig. [I) Preventing forgetting, or in other words,
preserving learned knowledge refers to maintaining the pre-
viously learned decision boundary among classes [12]. We
thus propose a novel approach called Task-Aware Boundary
Augmentation (TABA) for maintaining the decision bound-
aries for adversarial training in continual learning settings.
Our contributions are summarized as follows:

1. To the best of our knowledge, we are the first to in-
vestigate the security issues in continual learning and



improving the adversarial robustness by leveraging ad-
versarial training.

2. We further identify the catastrophic forgetting of adver-
sarial robustness and propose a novel approach called
Task-Aware Boundary Augmentation (TABA) for en-
hancing adversarial training and continual learning.

3. With experiments on popular datasets like CIFAR10
and CIFAR100, we show the efficacy of TABA in dif-
ferent continual learning scenarios.

2. RELATED WORKS

Continual learning is widely studied in the last few years,
which assumes data comes in a sequential way [2} 13} [13].
There are, however, only a few works studying the security is-
sues in continual learning [[14,15]. It is empirically shown the
importance of robust features in continual learning [[16]]. Au-
thors of [17] proposed to incorporate adversarial training with
continual learning to enhance the robustness, as adversarial
training has been validated in other deep learning tasks [18|
19,111]. In this paper, we study how to leverage adversarial
training in continual learning and alleviate the catastrophic
forgetting of adversarial robustness.

3. APPROACH

3.1. Problem Definition

In this work, we focus on the robust multi-class classifica-
tion problem, which involves the sequential learning of 7T
stages/tasks consisting of disjoint class sets. Formally, at
learning stage t € {2,...T }, given a model trained on an old
dataset X!~! from stage {1,...t — 1}, our goal is to learn a
unified classifier for both old classes C, and new classes C,,.
The training data at stage ¢ is denoted as X* = X% U X1,
where X!~ is a tiny subset of X’~1. Thus, the challenge in
continual learning is retraining the original model with the
severely imbalanced X'* to boost the robustness on all seen
classes while avoiding catastrophic forgetting.

3.2. Revisiting Distillation for Catastrophic Forgetting

Knowledge distillation [20] is firstly introduced to contin-
ual learning by Learning without forgetting (LwF) [21] and
adapted by iCaRL [4] for the multi-class continual learning
problem. Typically, the loss function of such distillation-
based methods consists of two terms for each training sam-
ple x: the classification loss L. and the distillation loss £ ;.
Specifically, the classification loss L., is expressed as
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where C = C, U C,, y; is the iy, value of the one-hot ground
truth y, and p; is the i, value of predicted class probability
p. The goal of Ly is to preserve knowledge obtained from
previous data, which is expressed as
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where p* is the soft label of x generated by the old model. It,
however, is observed in [4] that there is tendency of classify-
ing test samples to new classes by LwF. Thus, iCaRL utilized
herd selection to better approximate the class mean vector of
old classes, where samples that are close to the center of old
classes are selected.

Recall that our goal is to obtain a robust model trained in
the continual learning manner. To gain robustness, adversar-
ial training is inevitable, which requires augmenting datasets
with adversarial examples in every training iteration. Follow-
ing the definition of continual learning, we can derive the loss
function of Robust Continual Learning (RCL). With adver-
sarial training, we should replace the input = in Equation (TJ
and @I) with its adversarial counterpart x,4,,, Which is solved
by
(ﬁce (xadv))7 (3)

Tady = argmax

lTady—z|lp<e
where ¢ is the allowed magnitude of perturbations in p-norm.
Thus, the loss function of robust continual learning would be

[«RC'L = ﬁce(madv) + Acdis (xariv) (4)

Nevertheless, simply combining adversarial training with
continual learning is not enough. From the perspective of ad-
versarial training, centered exemplars are not helpful for the
forgetting of adversarial robustness. Recent studies [22} 23]
pointed out that not all data points contribute equally during
adversarial training and samples that are close to the deci-
sion boundaries should be emphasised. Therefore, how to
deal with the exemplar set during adversarial training is es-
sential for robust continual learning. In addition, adversarial
training is more data-hungry than standard training. The sig-
nificant imbalance between old classes and new classes can
be more severe. In this work, we aim to tackle these problems
by incorporating data augmentation with adversarial training.

3.3. Task-Aware Boundary Augmentation

Preventing catastrophic forgetting of adversarial robustness in
continual learning is equivalent to maintaining the decision
boundary learned by adversarial training. One direct way
to do so is to introduce some samples close to the decision
boundaries to the exemplar set (named Boundary Exemplar
in Section [4] and Table [T). However, this makes the exem-
plar selection process more sophisticated because the ratio of
centered samples and boundary samples is hard to decide. In
addition, such mixed exemplar set may have negative influ-
ence on the approximation of old classes, which may down-
grade the model performance. Another potential solution is



Mixup [24], where the dataset is augmented by interpolat-
ing different samples linearly. Mixup, however, is not spe-
cially designed for adversarial training or continual learning.
It breaks the local invariance of adversarially trained models
by linear interpolation and worsens the imbalance between
old tasks and new tasks.

Inspired by Mixup, we propose Task-Aware Boundary
Augmentation (TABA) to augment the training data X by
synthesizing more boundary data, which can be plugged in
RCL easily. Compared to Mixup, TABA is specially designed
for adversarial training and continual learning. The differ-
ences are summarized as below. First, TABA doesn’t select
samples in the whole dataset but from the boundary data. The
reason is that boundary data is easier to attack and contributes
more to adversarial robustness [22]. We can obtain the bound-
ary data for free because adversarial training requires gener-
ating adversarial examples. Misclassified samples in the pre-
vious iteration are marked as the boundary data, which is de-
noted by B. Second, to deal with the data imbalance issue
in continual learning, TABA selects samples from two sets:
one is boundary data from X 't and the other is boundary data
from Xﬁ, denoted as B, and B,,, respectively. In this way,
the augmented data can help maintain the learned decision
boundaries in the previous stage. Third, we restrict the in-
terpolation weight A to a interval of [0.45,0.55] rather than
[0, 1] in Mixup to avoid the linearity, which is decided empir-
ically. The augmented samples can also be closer to the deci-
sion boundaries, compared to samples provided by Mixup.

The augmented sample (Z,y) by our TABA can be de-
fined as follows:

T=Ao+ (1 —Nzn
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where A is the interpolation weight, (z,,y,) € B, and
(Tn,Yn) € By.

Accordingly, the final loss function of RCL with TABA
(RCL-TABA) would be

Lfinat = LraBa + LreL

_ _ (0)
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The training details of RCL-TABA are in Algorithm|[T}

4. EXPERIMENTS

4.1. Settings

Datasets. We conduct our experiments on two popular
datasets: CIFAR-10 and CIFAR-100 [25]. A common set-
ting is to train the model on data with equal classes in each
stage (Setting I). Based on this, we set five stages for both
CIFAR-10 and CIFAR-100, i.e., 2/20 classes in each stage. In
addition, we further take the unequal-class scenario for dif-
ferent stages (Setting II), which is more realistic in practice.
The classes for each stage is randomly sampled and we make

Algorithm 1 Robust continual learning with task-aware
boundary augmentation (RCL-TABA)

1: Randomly initialize model f 0. old task data X C? =0

2 fort ={1,...7} do

3:  Input: model =1, new task data X!, training epochs
E, number of batches M, original batch size m, inter-
polation batch size m/

4:  Output: model f?

50 fle LA =X UX By = At

6: for e={1,...E} do

7. Be =0

8: Compute augmentation set X' from B, _; by Eq.
9: for mini — batch = {1,... M} do

10: Randomly sample {(x;, y;)}7*, from X

11: fori={1,...m} do

12: Generate adversarial data z¢%° by Eq.
13: if f(z¢%) # y; then

14: Be + B U (x4, 9;)

15: end if

16: end for

17: Randomly sample {(Z;, 7;) Z”:J{n”j_/l from X
18: fori={m+1,...m+m'} do

19: Generate adversarial data ;%% by Eq.
20: end for

21: optimize f; on {(Z;, y})};’jm/ by Eq. (@
22: end for

23 end for
24:  update X! by class using herd selection [4]
25:_end for

sure there is no overlap between different stages. Note that
Setting II is only for CIFAR-100, where the variance of class
numbers is large enough for observation.

Implementation Details.  All the models are implemented
with PyTorch and trained on NVIDIA Tesla V100. We use
ResNet18 [26] as our backbone model for experiments. For
adversarial training on both datasets, we set the maximal
magnitude of perturbations e to 8/255 and utilize the 7-step
Projected Gradient Descent (PGD) to generate adversarial
examples, where the step size is 2/255. For evaluation, we
not only test the standard accuracy on clean samples but also
the robust accuracy with adversarial attacks. We denote the
standard accuracy as SA, robust accuracy under PGD at-
tacks as RA(PGD), and robust accuracy under AutoAttack as
RA(AA), respectively. The e and parameters of PGD attacks
for evaluation is set to be the same as for training.

During training, the class order for datasets is fixed for fair
comparisons. For reserving samples in previous stages, we
use herd selection strategy in [4] and set the memory capacity
to be 2000 samples for both CIFAR-10 and CIFAR-100. The
capacity is independent of the number classes and the number

of exemplar for each class is 2000
#of seen classes
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Fig. 2. Robustness evaluation on all seen classes at different
stages. BE is short for Boundary Exemplar to save space.

Baselines. As we stated, the adversarial robustness of con-
tinual learning is firstly studied in this paper and there is no
previous work on this topic. Thus, we choose iCaRL, the rep-
resentative method for continual learning as the baseline. To
obtain adversarial robustness, we adopt adversarial training in
continual learning and build upon iCaRL, named RCL, as an-
other baseline. In addition, we introduce Boundary Exemplar
to verify the influence of boundary data for RCL and Mixup,
which is closely related to TABA. Boundary Exemplar, Mixup
and TABA are augmentation methods for improving RCL.

4.2. Experimental Results

First, we conduct experiments on CIFAR-10 and CIFAR-100
in Setting I. Robustness changes over stages are visualized
in Fig. [Jand the experimental results are summarized in Ta-
ble. [l We can observe that models trained by iCaRL are
not robust under all adversarial attacks, showing nearly O
robust accuracy against PGD attack, and O robust accuracy
against AutoAttack.With adversarial training, the adversarial
robustness for continual learning models is greatly improved,
though there is a drop of standard accuracy. Compared to
all other methods, our TABA clearly shows strong perfor-
mances: On both CIFAR-10 and CIFAR-100, TABA shows
the best or second best robustness under PGD attacks and Au-
toAttacks while maintaining the standard accuracy. Though
Mixup achieves the highest robustness under AutoAttack on
CIFARI1DO, it brings a large drop of 20% for standard accuracy.

Second, we conduct experiments in Setting II on CIFAR-
100. In this setting, the class numbers for each stage are ran-
domly selected and the sum of classes in all stages is guaran-
teed to be 100. We run the experiments for 3 times and the
class numbers for different stages varies from 5 to 45. The av-
erage results are reported in Table. 2] (the variance are close to
zero and not reported here). We can see that TABA achieves
the best overall performances. Compared to Mixup, TABA
has comparable RA(AA) and much higher SA. The large drop
of SA in Mixup should be avoided.

Table 1. Robustness evaluation on CIFAR-10 and CIFAR-
100 in Setting I. The best results (the higher, the better) in
each column are in bold text.

SA RA(PGD) RA(AA)
iCaRL 67.17% 1.00% 0.00%
E RCL 60.36% 36.83% 16.71%
< Boundary Exemplar  66.52% 36.91% 10.88%
5 Mixup 46.96%  33.11%  20.36%
TABA 65.97%  38.41% 19.74%
- iCaRL 58.31% 0.53% 0.00%
= RCL 46.67% 16.67% 9.99%
% Boundary Exemplar  38.08% 14.15% 6.51%
= Mixup 46.58% 16.86% 10.03%
© TABA 45.16%  18.71% 11.21%

Table 2. Robustness evaluation on CIFAR-100 in Setting II.
The best results (the higher, the better) in each column are in
bold text.

Method SA RA(PGD) RA(AA)
iCaRL  49.68% 0.04% 0.01%
RCL 44.55% 17.49% 9.711%
Mixup  28.53% 16.08% 11.77%
TABA  42.79% 18.72% 11.43%

Table 3. Effects of three modifications in TABA.

Boundary Task-aware )\ SA RAMPGD) RA(AA)

X X X 46.96% 33.11% 20.36%

v X X 54.84% 31.09% 15.45%

v v X 59.61% 32.18% 15.87%

v v v 6597% 38.41% 19.74%
v:wl X wlo

4.3. Ablation Study

Inspired by Mixup, we propose TABA for relieving the for-
getting of adversarial robustness in continual learning. Com-
pared to Mixup, TABA is different in three ways: boundary
data, task-aware sample selection and the range of ). Here
we investigate the effects of these modifications and results
are summarized in Table. 3] We can see the improvements
when we make modifications sequentially on Mixup.

5. CONCLUSION

In this paper, we study the continual learning problem in the
adversarial settings. It is verified that models trained in con-
tinual learning ways are also vulnerable to adversarial exam-
ples. We thus propose RCL-TABA, which consists of adver-
sarial training and a novel data augmentation method TABA,
to secure continual learning. As this is the very first step to
studying the intersection of adversarial training and contin-
ual learning, we hope our findings provide useful insights and
motivate researchers to explore deeper.
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