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ABSTRACT

Conventional multiple-point active noise control (ANC) sys-
tems require placing error microphones within the region of
interest (ROI), inconveniencing users. This paper designs a
feasible monitoring microphone arrangement placed outside
the ROI, providing a user with more freedom of movement.
The soundfield within the ROI is interpolated from the mi-
crophone signals using a physics-informed neural network
(PINN). PINN exploits the acoustic wave equation to assist
soundfield interpolation under a limited number of monitor-
ing microphones, and demonstrates better interpolation per-
formance than the spherical harmonic method in simulations.
An ANC system is designed to take advantage of the inter-
polated signal to reduce noise signal within the ROI. The
PINN-assisted ANC system reduces noise more than that of
the multiple-point ANC system in simulations.

Index Terms— Active noise control (ANC), soundfield
interpolation, physics-informed neural network (PINN)

1. INTRODUCTION

Active noise control (ANC) systems reduce unwanted pri-
mary noise by superimposing it with secondary noise gener-
ated by secondary sources [1]]. Multi-channel filtered-x least
mean square (FXLMS)-based ANC system were proposed to
reduce noise within a region of interest (ROI) using multi-
ple reference and error microphones, and secondary sources
[2,3]]. Multiple-point ANC system is a type of multi-channel
ANC system that reduces noise around error microphones.
To reduce noise within the ROI, this system requires placing
monitoring microphones around user’s head to measure the
residual noise field, which is undesirable.

To resolve this constraint, researchers proposed to use the
remote microphone (RM) technique to estimate soundfield at
ROI without any microphones inside the ROI [4})5]]. This tech-
nique provides more freedom of movement to the user, mak-
ing ANC system more practical [6]]. Arikawa et al. [[7] used
reference microphones placed outside of the ROI to interpo-
late the primary noise field and the residual noise field within
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the ROI. However, they assumed the number of reference mi-
crophones to be relatively large. Jung et al. [8]] proposed
an ANC headrest system with 16 remote monitoring micro-
phones placed around user’s head and evaluated ANC perfor-
mance on automobile road noise data. These RM techniques
interpolate the virtual microphone signals based on monitor-
ing microphone signals only, and thus their performance is
limited by number of monitoring microphones.

Recently, researchers exploited spatial soundfield char-
acteristics to improve soundfield interpolation performance.
When combined with the RM technique, they formulated fea-
sible ANC system with improved system setup. They pro-
posed to decompose soundfield onto basis functions using
spherical harmonic (SH) [9|10] and singular value decom-
position [11]], and interpolated soundfield with a small num-
ber of microphones. A drawback of these decomposition ap-
proach is the need to fully surround ROI with microphone
arrays, either in spherical or multiple circular setup which
still restrict user’s access to the ROI. Chen et al. [12] simpli-
fied the microphone array structure by designing a compact
2D microphone array for 3D soundfield estimation using SH.
However, this design requires a large number of microphones
and is infeasible in practice. Maeno et al. [10] improved the
ANC system setup by placing multiple compact reference mi-
crophone arrays close to the noise sources, although the error
microphones remain surrounding the ROL.

Motivated by previous works, we design a practical mi-
crophone arrangement and propose a physics-informed neu-
ral network (PINN)-based interpolation method [|13}|14] for
an ANC system. In our proposed system, a small number of
monitoring microphones are placed outside the ROI (around
user’s ears). This is a more feasible arrangement compared to
SH ANC system using spherical or circular arrays, providing
user more movement flexibility. By integrating the monitor-
ing microphone signal with the acoustic wave equation, we
design a PINN that achieves more accurate soundfield inter-
polation than a SH-based interpolation method in the sim-
ulation. Based on the interpolated soundfield, we use the
multi-channel FXLMS algorithm to minimize the error signal
and achieve better noise reduction within the ROI compared
with the multiple-point ANC system. The performance of this
work is verified by simulations.
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Fig. 1. System setup: A primary noise source generates the
primary noise field and is detected by the reference sensor.
An ANC system cancels the primary noise field at the ROI
(user’s ears) by superimposing it with a secondary noise field
produced by the secondary sources.

2. PROBLEM FORMULATION

Consider an ANC system as shown in Fig.[[|with L secondary
sources and () monitoring microphones. A reference sensor
is placed close to the primary noise source to detect the pri-
mary noise source characteristics, and the reference signal is
denoted x(n) with n is the discrete time index. Let dys(n),
¢ = 1,..., L be the secondary source signals and egM)(n),
g =1,...,Q be the received signal at the ¢ monitoring mi-
crophone located at (x4,yq,zq) in Cartesian coordinates (or
(rq, 04, ¢q) in spherical coordinates). The received signal is

L
M (1) = pg(n) + 3 s1,4(n) * do(n), (1)
/=1

where * is the convolution operation, p,(n) is the primary
signal at the ¢ monitoring microphone, and s ,(n) is the
impulse response of secondary path from /" secondary source
to ¢ monitoring microphone.

Consider V' virtual microphones positioned at or close to

the two ears (ROI) at (x,,yy,%,) with signal elV) (n), v =
1,...,V. Although the virtual signals cannot be measured

directly, they can be interpolated from the monitoring micro-
phone measurements

e (n) = Z(e{M(n)), )

where Z(-) is the interpolation function.
The aim of our paper is twofold:

V)

(i) Interpolate the virtual microphone signals e, ’ based

on the monitoring signals egM) using a PINN.

(i1) Setup an ANC system to reduce the noise at ROI using

FxLMS algorithm and the interpolated signals egv).
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Fig. 2. Block diagram of multiple-point ANC system and
PINN-assisted ANC system, which differ by the error signal
used in the FXLMS algorithm.

3. METHODOLOGY

In this section, we first introduce the multiple-point ANC sys-
tem, followed by formulating the PINN-assisted ANC system
using PINN-interpolated soundfield. The two ANC systems
are depicted in Fig.[2]

3.1. Multiple-point ANC System

We consider the standard single-reference, multiple-output
FxLMS algorithm [[15]. The weights of the adaptive filter for
the /™ secondary source is updated iteratively

Q
we(n+1) =wy(n)+ MZ wé,q(n)e,(JM) (n), 3)
g=1

where p is the step-size parameter, and the filtered reference
signal is

xy (n) = sp.q(n) * x(n), @)

where (n) = [z(n),z(n —1),...,2(n — N +1)] and N
is the filter length. The multiple-point ANC system aims to

(M)

reduce noise e, ’(n) at multiple monitoring microphones.

3.2. PINN-assisted ANC System

Let the time variable n and Cartesian coordinates (x,y,z)
be the input to a fully connected feed-forward network [16],
which consists of one input layer, one output layer, and L hid-
den layers with N neurons in each hidden layer. The network
output p(n,x,y,z) is the estimated primary signal at point
(x,y,2) at time n.



We design the PINN to minimize a loss function
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where £4,4, represents the mean squared error loss between
the PINN estimated primary signal and the ground truth pri-
mary signal p(n,x,y,z) obtained at the monitoring micro-
phone positions {x,, yq, zq}qul, {Xa,Va,2a Y2, is the Carte-
sian positions of A randomly selected points around the ROI.
The PDE loss £ppg is derived from a discrete approximation
of the acoustic wave equation given by [[17]]
0 1 0%p

Vip 252 =0 (6)
where V? = 9%/9x* + 02 /0y? + 8%/07* is the Laplacian
operator, 9% /9t? is the second partial derivative with respect
to time ¢ and c is the speed of sound.

The trained PINN model can interpolate the primary sig-
nal at the virtual microphones and subsequently interpolate
etV (n), v = 1,...,V. Our proposed PINN-assisted ANC
system replaces e,(]M)(n) in (3) of the multiple-point ANC
system with etV (n), and aims to reduce noise elV) (n) at the
virtual microphone positions.

4. NUMERICAL EXPERIMENTS

4.1. Experimental Settings

We consider an experiment setup as in Fig. [I| with L = 2
and V = 2. A single primary noise source is located at
(0.6,0.8,1) m and generates a tonal noise composed of three
sinusoidal waves of 300, 400 and 500 Hz, each with a random
phase. The speed of sound is set to ¢ = 343 m/s. We set the
sampling rate as 24 kHz and sample all signals for a duration
of 0.1 s. Two secondary sources are placed at (0, £0.5,0) m
along the y-axis. Eight monitoring microphones (@) = 8) are
placed on a r = 0.26 m sphere at (£0.15, £0.15, £0.15) m,
and the two virtual error microphones are at (0, £0.1,0) m
along the y-axis. We model the primary and secondary paths
using the free-field Green’s function [17]]. This setting is ap-
plied to the PINN assisted-ANC system. The multiple-point
ANC system cancels noise at the monitoring microphones
without any interpolation.

Interpolation using SH method: The sound pressure of
monitoring microphones at (r = 0.26 m, 6, %)qQ::lS can be

decomposed onto the SH as [18]]

u

U
p(n, 7,04, ¢q) ~ Z Z (1, 7)Y (04, 04),  (7)
u=0v=—u

where Y,7 (0, ¢) is the SHs of order u and degree v with coeffi-
cient avy , U = [27 fiyr/c] is the maximum order of sound-
field [19] with fy, being the highest frequency of interest. The
sound pressure at an arbitrary point (r, 8, ¢) can be interpo-
lated as

U u
Ps(n,75,0,0)=Y > auy(n,r)

u=0v=—u
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where F~1 is the inverse Fourier transform and 7, (-) is the
spherical Bessel function of the first kind [[17]].

Accurate estimation of SH coefficients up to order U re-

quires the number of measurements @ > (U +1)? [14]. With
our setup Q = 8, we set U = 2 which is the closest fit to
the accuracy criteria [19]. We interpolate the soundfield on
different spheres around the region for r; € [0.1,0.4] m. On
each sphere, the soundfield is interpolated on 400 uniform
sampling points [20]]. The sound pressure at each point is in-
terpolated using (7) and (8).
Interpolation using PINN method: We construct the PINN
model to have L = 1 layer and N = 16 neurons. The acti-
vation function is tanh. Network parameters are initialized
using the Glorot normal initializer [21]] and use Adam [22]
as the optimizer. We use the automatic differentiation from
Tensorflow to calculate the partial derivatives of the pressure
signal. The network is trained for 5x 10° epochs with a learn-
ing rate of 0.001. Time variable n is normalized to the same
range as the coordinate inputs, which is [—0.15,0.15]. The
eight monitoring microphone positions are combined with 92
randomly selected positions within a » = 0.26 m sphere to
form {Xq, Ya,Za}7={%. These positions and the time vari-
able are inputs to the PINN model.

We compare the interpolation performance between the
SH and PINN method by interpolating the pressure signal at
the same positions.

4.2. Results

We denote the soundfield interpolation error at radius r as

oo (P(1ys X, ¥y 7) — D(110, X0, Yo, 7))

Z;)liol p(nb; Xbs Ybs Zb)2

€))
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Figure [3| shows the soundfield interpolation error of the two
methods in dB. For 7, from 0.2 m to 0.4 m, the PINN method
outperformed SH by approximately 8 dB. The difference in
interpolation error between the two methods is comparatively
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Fig. 3. Soundfield interpolation error using SH method and
PINN method as a function of the sphere radius 7.

smaller for ry < 0.2 m. Nevertheless, the PINN method con-
sistently had a lower interpolation error.

As our PINN method showed better soundfield interpola-
tion than SH method in general, we omit evaluation of ANC
system using SH-interpolated signals. To evaluate ANC per-
formance, we define the noise reduction level at the two ear
locations as

i s (n)?
Yoo pu(n)?

where p,(n) is the primary noise signal at the two ears.
Figure [ shows the noise reduction level achieved by the
multiple-point and PINN-assisted ANC system. Both systems
use the FXLMS algorithm with a step size of ;1= 1x107° over
10000 iterations. While the initial noise power reduction rate
in the first 500 iterations is similar for both ANC systems,
our PINN approach achieved —13 dB more steady-state noise
power reduction than the multiple-point ANC system.

In Figure [5] we evaluated the signal power after conver-
gence of the FXLMS algorithm in the xy-plane for 441 eval-
uation points, which are evenly spaced from —0.2 m to 0.2 m
along x and y axes. Figure[5](a) is the original primary noise
field. Figure 5] (b) and (c) shows the residual noise power in
multiple-point ANC system and PINN-assisted ANC system,
respectively. In the dotted region, the PINN-assisted ANC
showed an overall better noise reduction performance than the
multiple-point ANC, and —10 dB lower residual noise field
around the two ear regions. This is due to the multiple-point
ANC system reducing noise around monitoring microphones,
whereas the PINN-assisted ANC system reduces noise around
the virtual error microphone at the two ear locations.

e= , (10)

5. CONCLUSION

In this paper, we proposed a practical ANC system with mon-
itoring microphones placed outside the ROIL. Using a PINN,
the soundfield at the ROI is interpolated from the microphone
signals, and the interpolated soundfield is used to reduce noise
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Fig. 4. Noise power reduction at the two ear locations
achieved by the multiple-point ANC and the PINN-assisted
ANC system.
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Fig. 5. Signal power (in dB) in the zy-plane: (a) Primary
noise field, and residual noise field for (b) multiple-point
ANC system and (c) PINN-assisted ANC system. The dot-
ted square is the projection of monitoring microphones on the
zy-plane and the two circles depict two r» = 0.03 m regions
around the ears.

at the virtual microphone positions. Our results show that
the PINN method achieves an overall better interpolation re-
sult than SH method. The noise attenuation performance of
our PINN-assisted ANC system is also shown to exceed the
multiple-point ANC system.

The proposed PINN model is simple and computationally
efficient compared to deep neural networks with numerous
parameters. We plan to quantitatively compare with other
methods and evaluate PINN’s computational advantage. Ad-
ditionally, we will extend our system to spatial ANC and re-
place the FXLMS algorithm with a machine learning-based
controller, such as Deep MCANC and DNoiseNet [24].
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