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Abstract

The recently ratified IEEE 802.11e standard defines the EstbRistributed Channel Access (EDCA) function
for Quality-of-Service (QoS) provisioning in the Wireldsscal Area Networks (WLANs). The EDCA uses Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CAldaslotted Binary Exponential Backoff (BEB)
mechanism. We present a simple mathematical analysis Wwarkdor the EDCA function. Our analysis considers
the fact that the distributed random access systems exlyitlit behavior where each station successfully transmits
a packet in a cycle. Our analysis shows that an AC-specifieayme exists for the EDCA function. Validating
the theoretical results via simulations, we show that treppsed analysis accurately captures EDCA saturation
performance in terms of average throughput, medium acoglay,cand packet loss ratio. The cycle time analysis

is a simple and insightful substitute for previously progmsnore complex EDCA models.

I. INTRODUCTION

The IEEE 802.11e standard [1] specifies the Hybrid CoordinaFunction (HCF) which enables
prioritized and parameterized Quality-of-Service (Qo8jvices at the MAC layer. The HCF combines
a distributed contention-based channel access mecharesenred to as Enhanced Distributed Channel
Access (EDCA), and a centralized polling-based channetsscenechanism, referred to as HCF Con-
trolled Channel Access (HCCA). We confine our analysis to BCA scheme, which uses Carrier
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Sense Multiple Access with Collision Avoidance (CSMA/CA)daslotted Binary Exponential Backoff
(BEB) mechanism as the basic access method. The EDCA definkiplmAccess Categories (AC) with
AC-specific Contention Window (CW) sizes, Arbitration Irftame Space (AIFS) values, and Transmit
Opportunity (TXOP) limits to support MAC-level QoS and pitazation.

We evaluate the EDCA performance for the saturation (asgtigptcase. The saturation analysis
provides the limits reached by the system throughput andopob service time in stable conditions
when every station has always backlogged data ready tontrams its buffer. The analysis of the
saturation provides in-depth understanding and insigitts the random access schemes and the effects
of different contention parameters on the performance. résalts of such analysis can be employed in
access parameter adaptation or in a call admission corgoltitom.

Our analysis is based on the fact that a random access syshenit® cyclic behavior. A cycle time is
defined as the duration in which an arbitrary tagged useresséally transmits one packet on average [2].
We will derive the explicit mathematical expression of th€-8pecific EDCA cycle time. The derivation
considers the AIFS and CW differentiation by employing apgemaverage collision probability analysis.
We will use the EDCA cycle time to predict the first moments loé saturation throughput, the service
time, and the packet loss probability. We will show that thsults obtained using the cycle time model
closely follow the accurate predictions of the previoustggomsed more complex analytical models and
simulation results. Our cycle time analysis can serve amplsiand practical alternative model for EDCA

saturation throughput analysis.

[I. EDCA OVERVIEW

The IEEE 802.11e EDCA is a QoS extension of IEEE 802.11 isteid Coordination Function (DCF).
The major enhancement to support QoS is that EDCA diffemgi packets using different priorities and
maps them to specific ACs that are buffered in separate queuasstation. Each ACwithin a station
(0 <@ < imazy tmaz = 3 N [1]) having its own EDCA parameters contends for the clehmmdependently
of the others. Following the convention of [1], the largee thdex: is, the higher the priority of the AC
is. Levels of services are provided through different assignts of the AC-specific EDCA parameters;
AIFS, CW, and TXOP limits.

If there is a packet ready for transmission in the MAC queuaroPAC, the EDCA function must sense
the channel to be idle for a complete AIFS before it can stetttansmission. The AIFS of an AC is

determined by using the MAC Information Base (MIB) parame®sAIFS = SIFS+ AIFSN X Ty,



where AIF'SN is the AC-specific AIFS numbefIF'S is the length of the Short Interframe Space, and
Ty 1S the duration of a time slot.

If the channel is idle when the first packet arrives at the A€ugy the packet can be directly transmitted
as soon as the channel is sensed to be idle for AIFS. Otheravissckoff procedure is completed following
the completion of AIFS before the transmission of this pacReuniformly distributed random integer,
namely a backoff value, is selected from the rafigél’]. The backoff counter is decremented at the slot
boundary if the previous time slot is idle. Should the chateesensed busy at any time slot during AIFS
or backoff, the backoff procedure is suspended at the cubackoff value. The backoff resumes as soon
as the channel is sensed to be idle for AIFS again. When theoffazounter reaches zero, the packet is
transmitted in the following slot.

The value ofli depends on the number of retransmissions the current paxgetienced. The initial
value of IV is set to the AC-specifi€'\V,,;,,. If the transmitter cannot receive an Acknowledgment (ACK)
packet from the receiver in a timeout interval, the transiois is labeled as unsuccessful and the packet
is scheduled for retransmission. At each unsuccessfusrmesion, the value ofl” is doubled until the
maximum AC-specificCW,, .. limitis reached. The value di is reset to the AC-specifi€W,,;, if the
transmission is successful, or the retry limit is reachads tthe packet is dropped.

The higher priority ACs are assigned smaller AIFSN. Thewefdhe higher priority ACs can either
transmit or decrement their backoff counters while lowapny ACs are still waiting in AIFS. This
results in higher priority ACs facing a lower average praligtof collision and relatively faster progress
through backoff slots. Moreover, in EDCA, the ACs with higipgiority may select backoff values from
a comparably smaller CW range. This approach prioritizesaitcess since a smaller CW value means a
smaller backoff delay before the transmission.

Upon gaining the access to the medium, each AC may carry oliipheuframe exchange sequences as
long as the total access duration does not go over a TXOP. Mithin a TXOP, the transmissions are
separated by SIFS. Multiple frame transmissions in a TXQOfPreduce the overhead due to contention.
A TXOP limit of zero corresponds to only one frame exchangegoeess.

An internal (virtual) collision within a station is handldny granting the access to the AC with the
highest priority. The ACs with lower priority that sufferoim a virtual collision run the collision procedure

as if an outside collision has occured.



I1l. RELATED WORK

In this section, we provide a brief summary of the studieshmn literature on the theoretical DCF and
EDCA function saturation performance analysis.

Three major saturation performance models have been mdgos DCF;i) assuming constant collision
probability for each station, Bianchi [3] developed a sienpiscrete-Time Markov Chain (DTMC) and the
saturation throughput is obtained by applying regenegaivalysis to a generic slot timé, Cali et al. [4]
employed renewal theory to analyzepgersistent variant of DCF with persistence fagiaderived from
the CW, andii) Tay et al. [5] instead used an average value mathematical method telnbdcF backoff
procedure and to calculate the average number of inteongpthat the backoff timer experiences. Having
the common assumption of slot homogeneity (for an arbitsaagion, constant collision or transmission
probability at an arbitrary slot), these models define alfedent renewal cycles all of which lead to
accurate saturation performance analysis.

These major methods (especially [3]) are modified by sevesdarchers to include the extra features of
the EDCA function in the saturation analysis. Xiao [6] exted [3] to analyze only the CW differentiation.
Kong et al.[7] took AIFS differentiation into account. On the other Hathese EDCA extensions miss the
treatment of varying collision probabilities at differeAtFS slots due to varying number of contending
stations. Robinsoret al. [8] proposed an average analysis on the collision prolgbibr different
contention zones during AIFS. Hat al.[9] unified several major approaches into one approximatesae
model taking into account varying collision probability different backoff subperiods (corresponds to
contention zones in [8]). Zhat al. [10] proposed another analytical EDCA Markov model avergghe
transition probabilities based on the number and the pamamef high priority flows. Inaret al. [11]
proposed a 3-dimensional DTMC which provides accuratetrtreat of AIFS and CW differentiation.
Another 3-dimensional DTMC is proposed by Tabal. [12] in which the third dimension models the
state of backoff slots between successive transmissiaondserThe fact that the number of idle slots
between successive transmissions can be at most the minnind@rspecificCW,,,., values is considered.
Independently, Zhaet al.[13] had previously proposed a similar model for the hetermpus case where
each station has traffic of only one AC. Ban&tsl.[14] proposed another model which considers varying
collision probability among different AIFS slots due to arighle number of stations. Liet al. [15]
extended [5] in order to carry out mean value analysis for@aamating AIFS and CW differentiation.

Our approach is based on the observation that the tranemisshavior in the 802.11 WLAN follows a



pattern of periodic cycles. Previously, Medepallial. [2] provided explicit expressions for average DCF
cycle time and system throughput. Similarly, Keo al. [16] calculated the EDCA transmission cycle
assuming constant collision probability for any trafficadaOn the other hand, such an assumption leads
to analytical inaccuracies [7]-[15]. The main contributis that we incorporate accurate AIFS and CW
differentiation calculation in the EDCA cycle time analysiWe show that the cyclic behavior is observed
on a per AC basis in the EDCA. To maintain the simplicity of tyele time analysis, we employ averaging
on the AC-specific collision probability. The comparisorttwmore complex and detailed theoretical and

simulation models reveals that the analytical accuracyresgrved.

IV. EDCA CyYcCLE TIME ANALYSIS

In this section, we will first derive the AC-specific averagdlision probability. Next, we will calculate
the AC-specific average cycle time. Finally, we will relate taverage cycle time and the average collision

probability to the average normalized throughput, EDCA/ieertime, and packet loss probability.

A. AC-specific Average Collision Probability

The difference in AIFS of each AC in EDCA creates the so-citlentention zones or perio@s shown
in Fig.[1 [8],[9]. In each contention zone, the number of emnling stations may vary. We employ an
average analysis on the AC-specific collision probabilégher than calculating it separately for different
AIFS and backoff slots as in [11]-[14]. We calculate the Afgsific collision probability according to
the long term occupancy of AIFS and backoff slots.

We definep,,, as the conditional probability that AGxperiences either an external or an internal
collision given that it has observed the medium idle fofF'S, and transmits in the current slot (note
AIFS, > AIFS; should hold). For the following, in order to be consistenthwihe notation of [1],
we assumeAl 'Sy > AIFS, > AIFS, > AIFSs. Letd; = AIFSN; — AIFSN;3. Following the slot
homogeneity assumption of [3], assume that each #&hsmits with constant probability;. Also, let
the total number ACflows be V;. Then, for the heterogeneous scenario in which each sthisronly
one AC M (1)

4 :di’ Sdz

(1 — Ti)

(1)

pci,zzl_

We only formulate the situation when there is only one AC pgatien, therefore no internal collisions

can occur. Note that this simplification does not cause asy ¢t generality, because the proposed model



can be extended for the case of higher number of ACs per staian [7],[11].

We use the Markov chain shown in Fig. 2 to find the long term paogy of the contention zones.
Each state represents thé" backoff slot after the completion of the AlgSdle interval following a
transmission period. The Markov chain model uses the fadt dhbackoff slot is reached if and only if
no transmission occurs in the previous slot. Moreover, tin@ber of states is limited by the maximum
idle time between two successive transmissions whidljs, = min(C'W; ,...) for a saturated scenario.

The probability that at least one transmission occurs inckdifé slot in contention zone is

pr=1- ] == (2)

i':dy <dg
Note that the contention zones are labeled wittegarding the indices af. In the case of an equality in
AIFS values of different ACs, the contention zone is labelgéth the index of AC with higher priority.
Given the state transition probabilities as in Fig. 2, theglterm occupancy of the backoff sldts can
be obtained from the steady-state solution of the MarkownchEhen, the AC-specific average collision
probability p., is found by weighing zone specific collision probabilitigs, according to the long term

occupancy of contention zones (thus backoff slots)

W, 1)
pci o szn / ( )
Zn:di—l—l bn

wherex = max (y | dy = max(d, | d, < n)) which showsr is assigned the highest index value within
a set of ACs that have AIFSN smaller than or equahkte AIF'SN3. This ensures that at backoff slot

AC; has observed the medium idle for AlESTherefore, the calculation inl(3) fits into the definition of

pci,cv "

B. AC-Specific Average Cycle Time

Intuitively, it can be seen that each user transmitting atsame AC has equal cycle time, while the
cycle time may differ among ACs. Our analysis will also matia¢ically show this is the case. L&t|[t.,]
be average cycle time for a tagged A@er.E;[t.,.] can be calculated as the sum of average duration for
i) the successful transmissions;|t,,.|, ii) the collisions,£;[t.,], andiii) the idle slots,E;[t;4.| in one
cycle.

In order to calculate the average time spent on successfusrrissions during an ACycle time, we

should find the expected number of total successful trarssoms between two successful transmissions



of AC,. Let Q; represent this random variable. Also, tgtbe the probability that the transmitted packet
belongs to an arbitrary user from AQiven that the transmission is successful. Then,

Wmin

Y= Y b 4
n=d;+1 ;psj’"
J
where N
T )N itz d 1
Psin = (1-7) i:dy <n—1 ()
0, if n<d;+ 1.

Then, the Probability Mass Function (PMF) ©f is
Pr(Q; =k) =1 —7)" k>0 (6)

We can calculate expected number of successful transmsssibany AG during the cycle time of
AC;, STM, as

STy = NjE[Qz]%- (7)

Inserting E[Q;] = (1 — ~;)/~: in ({), our intuition that each user from ACan transmit successfully
once on average during the cycle time of another, Ager, i.e.,.ST;; = N;, is confirmed. Therefore, the
average cycle time of any user belonging to the same AC isl @gaaheterogeneous scenario where each
station runs only one AC. Including the own successful patlesmission time of tagged AQiser in

E;[tsuc], we find
Ei [tsuc] = Z SY},iTsj (8)
Vi

whereT, is defined as the time required for a successful packet egehsequencel’; will be derived
in (18).

To obtainE;[t.,;], we need to calculate average number of users that involaecwilision, N, , at the
n'" slot after last busy time for giveN; andr;, Vi. Let the total number of users transmitting at tte slot
after last busy time be denoted Hs. We see that’, is the sum of random variable8inomial(N;, 7;),
Vi : d; <n—1. Employing simple probability theory, we can calculdige, = E[Y,,|Y,, > 2]. After some
simplification,

E (Nm - psi7n>

i:d; <n—1

L= I (=7 = > ps
1

i:d; <n—1 i:d; <n—

N, =

(9)



If we let the average number of users involved in a collisibaraarbitrary backoff slot bév,., then

Ne=>_b,N,,. (10)
Vn

We can also calculate the expected number of collisionsahaC; user experiences during the cycle
time of an AG, CT;,, as

7yt

——8T;,. (12)
Then, definindgl’; as the time wasted in a collision period (will be derived[ii)1
z col Z C,—rj zTc] (12)

Givenyp,,, we can calculate the expected number of backoff dipfs,| that AC; waits before attempting
a transmission. LelV; ;. be the CW size of ACat backoff stagé: [11]. Note that, when the retry limit
r; IS reached, any packet is discarded. Therefore, andilie),| passes between two transmissions with

probability p;

Wz
Eiltuo] = anp (1—1pe,) 2’“. (13)
€ k=1

Noticing that between two successful transmissions, &€o experiences'T;; collisions,
Eiltiaie) = Eilteo)(CTii/Ni + Dt sior. (14)

As shown in [9], the transmission probability of a user usi(;,

1

= =
Ei [tbo] +1

(15)

Note that, in [9], it is proven that the mean value analysistf@ average transmission probability as
in (18) matches the Markov analysis of [3].

The fixed-point equation§(1)-(IL5) can numerically be solf@ 7; andp.,, Vi. Then, each component
of the average cycle time for ACVi, can be calculated usingl (4)-(14).

C. Performance Analysis

Let 7}, be the average payload transmission time for, £C,, includes the transmission time of MAC

and PHY headersy, be the propagation delay,., be the time required for acknowledgment packet (ACK)



transmission. Then, for the basic access scheme, we deénegntk spent in a successful transmission

T, and a collisionT,, for any AC, as

Ts, =T, + 0+ SIFS + Ty, + 6 + AIFS; (16)

1., =Tp: + ACK Timeout + AIF'S; a7)

whereT,. is the average transmission time of the longest packet pdyilovolved in a collision [3]. For
simplicity, we assume the packet size to be equal for any A€hT,- = T),. Being not explicitly specified
in the standards, we setC' K _Timeout, using Extended Inter Frame Space (EIFSydd’S; — AIF'S;.
Note that the extensions df (16) and(17) for the RTS/CTS reehare straightforward [3].

The average cycle time of an AC represents the renewal cyeledch AC. Then, the normalized
throughput of AC is defined as the successfully transmitted information peewal cycle

NiTPi
Ei [tsuc] + Ei [tcol] + Ez [tidle] ‘

The AC-specific cycle time is directly related but not equalthe mean protocol service time. By
definition, the cycle time is the duration between succéssinsmissions. We define the average protocol
service time such that it also considers the service timeaokgts which are dropped due to retry limit.
On the averagel /p; 4o, Service intervals correspond 19p; 4., — 1 cycles. Therefore, the mean service

time u; can be calculated as

Hi = (1 - pi,drop)Ei[tcyc]~ (19)

Simply, the average packet drop probability due to MAC lageliisions is
Di,drop = pzz (20)

V. NUMERICAL AND SIMULATION RESULTS

We validate the accuracy of the numerical results by compgatiem to the simulation results obtained
from ns-2 [17]. For the simulations, we employ the IEEE 8Q2.HCF MAC simulation model for ns-2.28
[18]. This module implements all the EDCA and HCCA functibties stated in [1].

In simulations, we consider two ACs, one high priority (A@nd one low priority (AG). Each station

runs only one AC. Each AC has always buffered packets thatemdy for transmission. For both ACs,
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the payload size is 1000 bytes. RTS/CTS handshake is tumed@lhe simulation results are reported for
the wireless channel which is assumed to be not prone to aonyseduring transmission. The errored
channel case is left for future study. All the stations ha@8.81g Physical Layer (PHY) using 54 Mbps
and 6 Mbps as the data and basic rate respectiiély, & 9 s, SIFS = 10 ps) [19]. The simulation
runtime is 100 seconds.

In the first set of experiments, we saf FSN, = 3, AIFSN3 = 2, CW1 pin = 31, CWs i, = 15,
my = ms3 = 3, 1y = r3 = 7. Fig.[3 shows the normalized throughput of each AC when bBétrand V3
are varied from 5 to 30 and equal to each other. As the congravisth a more detailed analytical model
[11] and the simulation results reveal, the cycle time asialgan predict saturation throughput accurately.
Fig.[4 and Fig[b display the mean protocol service time antkgtadrop probability respectively for
the same scenario of Figl 3. As comparison with [11] and theukition results show, both performance
measures can accurately be predicted by the proposed aywentodel. Although not included in the
figures, a similar discussion holds for the comparison witheo detailed and/or complex models of
[12]-[14].

In the second set of experiments, we fix the EDCA parametesnefAC and vary the parameters
of the other AC in order to show the proposed cycle time modelueately captures the normalized
throughput for different sets of EDCA parameters. In theuwdations, both/N; and N; are set to 10.
Fig.[@ shows the normalized throughput of each AC when welgétSN; = 2, CWs ., = 15, and vary
AIFSN; andCW ... Fig.[d shows the normalized throughput of each AC when welgétS N, = 4,
CW1 min = 127, and varyAI F'SN3; and CWs ;.. As the comparison with simulation results show, the
predictions of the proposed cycle time model are accuraged@vnot include the results for packet drop

probability and service time for this experiment. No dis@dile trends toward error are observed.

VI. CONCLUSION

We have presented an accurate cycle time model for pregicie EDCA saturation performance
analytically. The model accounts for AIFS and CW differatibn mechanisms of EDCA. We employ a
simple average collision probability calculation regagdiAIFS and CW differentiation mechanisms of
EDCA. Instead of generic slot time analysis of [3], we useARkespecific cycle time as the renewal cycle.
We show that the proposed simple cycle time model performecasrate as more detailed and complex
models previously proposed in the literature. The meanra@bm throughput, protocol service time and

packet drop probability are calculated using the models Hmalysis also highlights some commonalities
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between approaches in EDCA saturation performance asalyise simple cycle time analysis can provide

invaluable insights for QoS provisioning in the WLAN.
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Fig. 1.

EDCA backoff after busy medium.
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Fig. 2. Transition through backoff slots in different camien zones for the example given in Fig.1.
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