
Efficient Certificates of Anti-Concentration
Beyond Gaussians

Ainesh Bakshi*
ainesh@mit.edu

MIT

Pravesh K. Kothari
kothari@cs.princeton.edu

IAS & Princeton University

Goutham Rajendran
gouthamr@cmu.edu

CMU

Madhur Tulsiani†

madhurt@ttic.edu
TTIC

Aravindan Vijayaraghavan‡

aravindv@northwestern.edu
Northwestern

Abstract

A set of high dimensional points X = {x1, x2, . . . , xn} ⊆ R
d in isotropic position is

said to be δ-anti concentrated if for every direction v, the fraction of points in X satisfying
|⟨xi, v⟩| ⩽ δ is at most O(δ). Motivated by applications to list-decodable learning and
clustering, three recent works [KKK19; RY20a; BK21] considered the problem of constructing
efficient certificates of anti-concentration in the average case, when the set of points X
corresponds to samples from a Gaussian distribution. Their certificates played a crucial
role in several subsequent works in algorithmic robust statistics on list-decodable learning
and settling the robust learnability of arbitrary Gaussian mixtures. Unlike related efficient
certificates of concentration properties that are known for wide class of distributions [KSS18],
the aforementioned approach has been limited only to rotationally invariant distributions (and
their affine transformations) with the only prominent example being Gaussian distributions.

This work presents a new (and arguably the most natural) formulation for anti- concen-
tration. Using this formulation, we give quasi-polynomial time verifiable sum-of-squares
certificates of anti-concentration that hold for a wide class of non-Gaussian distributions
including anti-concentrated bounded product distributions and uniform distributions over
Lp balls (and their affine transformations). Consequently, our method upgrades and extends
results in algorithmic robust statistics e.g., list-decodable learning and clustering, to such
distributions.

As in the case of previous works, our certificates are also obtained via relaxations in
the sum-of-squares hierarchy. However, the nature of our argument differs significantly
from prior works that formulate anti-concentration as the non-negativity of an explicit
polynomial. Our argument constructs a canonical integer program for anti-concentration
and analyzes an SoS relaxation of it. The certificates used in prior works can be seen as
specific dual certificates to this program.

From a technical standpoint, unlike existing works that explicitly construct sum-of-
squares certificates, our argument relies on duality and analyzes a pseudo-expectation on
large subsets of the input points that take a small value in some direction. Our analysis uses
the method of polynomial reweightings to reduce the problem to analyzing only analytically
dense or sparse directions.
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†Supported by the NSF grants CCF-1816372 and CCF-2326685.
‡Supported by NSF grants CCF-1652491, CCF-2154100 and ECCS-2216970.
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1 Introduction

A high-dimensional random variable X ∈ Rd is said to be (ε, δ) anti-concentrated, if along
any direction v ∈ Sd−1 and a ∈ R, we have Pr[|⟨X, v⟩ − a| ⩽ δ] ⩽ ε. For example, a spherical
Gaussian (zero mean and identity covariance) can easily be shown to be (δ, δ) anti-concentrated
for any δ > 0 (for sufficiently large d). While concentration properties of distributions can be
studied via tools such as moment bounds, the study of anti-concentration often requires more
delicate structural information about the underlying distribution [Kri16].

In this work, motivated by various statistical applications, we consider the problem of certifying
anti-concentration properties for a set of points. In analogy with the above definition of random
variables, a set of high dimensional points X = {x1, x2, . . . , xn} ⊆ Rd in isotropic position (zero
empirical mean, and identity empirical covariance) is said to be (ε, δ) anti-concentrated if for
every unit vector v and a shift a ∈ R, the fraction of points in X satisfying |⟨xi, v⟩| ⩽ δ is at most
ε i.e., Pri∈[n][|⟨xi, v⟩ − a| ⩽ δ] ⩽ ε.

The problem of deciding if a given set X is (ε, δ) anti-concentrated is NP-hard in the worst
case.1 Moreover, for sufficiently small values of the anti-concentration scale δ ≈ 1/

√
d, efficient

algorithms for certifying δ anti-concentration imply algorithms for the (homogeneous version
of) the Continuous Learning With Errors (hCLWE) problem considered by Bruna, Regev, Song,
and Tang [BRST21].

In the average case, when the point set X corresponds to independent samples of certain
distributions, the works [KKK19; RY20a] identified certificates of anti-concentration as a key
primitive for problems in algorithmic robust statistics. This eventually led to algorithms
for list-decodable linear regression [KKK19], subspace recovery [RY20b; BK21], covariance
estimation [IK22], and learning mixtures of Gaussians [BDJKKV22; LM21]. Moreover, certifying
anti-concentration is also shown to be necessary for list-decodable regression [KKK19].

The certificates for anti-concentration in prior works [KKK19; RY20a] were obtained by for-
mulating it as the non-negativity of an explicit polynomial that admits a sum-of-squares
decomposition. In fact, the explicit forms needed additional tinkering to suit the application at
hand. And the only natural examples of distributions that satisfied the requirements included
Gaussian distributions and the uniform distribution over the Euclidean ball/sphere.

In this work, we consider the following natural question:

Does there exist an application-agnostic certificate of anti-concentration that applies to a
broad class of distributions?

In this work, we obtain such certificates of anti-concentration via sum-of-squares relaxations
of a natural integer program. Our certificates apply to a broad class of distributions that goes
beyond Gaussians, or rotationally invariant distributions (or their affine transformations). We
also unify several prior applications of anti-concentration and resolve other open problems
raised in prior works.

1.1 Our Results

We begin by defining the class of distributions that would be the focus of this paper (refer to
Definition 2.23 for a quantitative definition).

1In the special case when δ = 0, this corresponds to deciding whether there exists an ε fraction of points that lie
on a d − 1 dimensional subspace. This is known to be NP-hard, see e.g. [HM13; Kha95].
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Definition 1.1 (Reasonably anti-concentrated distributions). A distribution D over Rd is rea-
sonably anti-concentrated if it satisfies the following: (a) D is anti-concentrated (b) D has strictly
sub-exponential tails, (c) D satisfies hyper-contractivity of linear forms and (d) D is almost k-wise
independent.

Apart from Gaussian-like distributions, we show that a broad family of distributions are reason-
ably anti-concentrated, including arbitrary affine transformations of anti-concentrated bounded
product distributions e.g., the solid hypercube (see Lemma 2.24) and uniform distributions over
ℓp balls for any p > 1 (see Theorem 9.1).

Now, given a point set X = {x1, . . . , xn} ⊆ Rd of samples from a distribution with mean µ and
covariance Σ, consider the following natural optimization problem to certify anti-concentration:

max
w∈Rn,v∈Rd

1
n ∑

i∈[n]
wi

s.t.

{
∀i ∈ [n] w2

i = wi

∀i ∈ [n] wi⟨xi − µ, v⟩2 ⩽ wi · δ2 · (v⊤Σv)

} (1)

Here, the wi’s are indicators, and the constraints count how many samples are smaller than
δ2 fraction of the variance along v. This program is the natural integer program formulation
of anti-concentration2. Intuitively, this program finds a direction v such that projecting the
samples along v witnesses the largest fraction of concentrated samples.

Our main result shows that we can efficiently certify an upper bound on the objective value
of this program as long as X is drawn i.i.d. from any affine transformation of a reasonably
anti-concentrated distribution.

Theorem 1.2 (Efficient Anti-Concentration certificate, Informal version of Theorem 3.1). Given a
point set X = { xi }i∈[n] in Rd such that X is drawn iid from an unknown affine transformation of a
reasonably anti-concentrated distribution D and 0 < δ < 1, there exists an algorithm that with high
probability over the samples, certifies maxw,v ∑i∈[n] wi/n ⩽ δ and runs in nOδ(log(d)) time. 3

Remark 1.3 (Comparison to prior work). Prior works [KKK19; RY20a; RY20b; BK21; BK20] have
exhibited similar certificates of anti-concentration, in the context of list-decodable regression,
subspace recovery and clustering, but there are two main differences compared to our work.

1. While their certificates also also obtained via SoS relaxations, they have worked with non-
standard formulations which are usually adapted to the problem at hand and consider
explicit polynomial approximations to the box indicator function. Furthermore, the
analyses of such certificates in the corresponding algorithmic applications have been
ad-hoc. In contrast, our certificate considers the canonical integer program formulation
Eq. (1) that essentially mimics the definition of anti-concentration.

2. The certificates in prior works only work for spherically symmetric distributions such
as Gaussians or uniform distribution on the sphere. This essentially reduces certifying
anti-concentration to a univariate problem. Our certificate on the other hand goes beyond
spherical symmetry and allows us to handle the more general notion of reasonably anti-
concentrated distributions instead (Definition 1.1), albeit at the cost of quasi-polynomial
running time.

2This formulation was first suggested in a talk at the Simons Institute Berkeley.
3Throughout, we use Oδ to suppress the explicit dependence on δ

2
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Finally, we note that we indirectly infer the existence of a sum-of-squares proof by showing that
any low-degree pseudo-distribution consistent with the program in Eq. (1) must in fact satisfy
that the pseudo-expected objective value is at most δ. It then follows from SDP duality that
a low-degree sum-of-squares certificate of this inequality must exist. Our inability to obtain
a direct sum-of-squares proof perhaps illustrates why finding such certificates has remained
elusive in the past.

1.2 Applications

We show that we can use our certificate of anti-concentration to obtain efficient algorithms
for various statistics problems, including the first algorithms for clustering mixtures of reason-
ably anti-concentrated distributions with arbitrary covariances, and list-decodable regression
for such distributions. We note that all prior work on these problems was limited to affine
transformations of rotationally invariant distributions, specifically Gaussians.

Warmup: Spectrally separated mixture with two clusters. As a warmup, we use our new
anti-concentration certificate to give a quasi-polynomial time algorithm for clustering any
mixture of two reasonably anti-concentrated distributions that are spectrally separated i.e.,
there is a direction v along which the variances of the two components differ significantly.

Theorem 1.4 (Spectrally Separated Mixture, Informal version of Theorem 6.1). Consider a set of n
i.i.d. samples drawn from M = 1

2D(0, Σ1) +
1
2D(0, Σ2) such that there exists a direction v satisfying

v⊤Σ1v < δ3v⊤Σ2v, for some δ < 1. Then, there exists an algorithm that runs in nOδ(log2(d)) time
and with probability at least 99/100 outputs a direction z such that z⊤Σ1z < O(δ)z⊤Σ2z , whenever
n = dΩδ(log(d)).

The above algorithm when given samples from such a spectrally separated mixture finds a
direction z where the variances of the two components differ by a factor of Ω(1/δ). One can
then project along this direction to recovers the two clusters up to O(δ) error.

This setting of spectrally separated mixtures captures as a special case the well-studied problem
of subspace clustering [Vid03; BK21], where the components are supported on two distinct
subspaces. Hence there is a direction v along which the first component has non-zero variance,
and the second component has variance 0 i.e., the spectral separation is arbitrarily large. The
above algorithm provides quasi-polynomial time guarantees when the points in each cluster are
drawn from reasonably anti-concentrated distributions supported on the corresponding subspace.
To the best of our knowledge, previous guarantees only hold in the special case when the points
in the subspace is drawn from a Gaussian (or a rotationally invariant distribution) restricted
to the subspace, or assume other structural assumptions on the subspaces [BK21; CGKMS24].
Moreover, Theorem 6.1 guarantees approximate recovery of the clusters even when the spectral
separation is only a (sufficiently large) constant factor.

Clustering mixtures of reasonably anti-concentrated distributions. Next, we consider the
more general setting when the points are drawn from a mixture of k reasonably anti-concentrated
distributions. There is rich body of work on clustering mixture models where efficient poly-
nomial time algorithms are known when the means of the clusters are separated sufficiently
see e.g., [VW04; AM05; KK10; HL18; KS17b; DKS17a]. In the specific setting when the com-
ponent distributions are Gaussians, recent works provide polynomial time guarantees under
significantly less stringent notion of separation called the “clusterable setting”, which includes
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spectral separation, or Frobenius separation, or mean separation; see Definition 7.1 for a formal
definition.

To the best of our knowledge, there are no known algorithms in the clusterable setting for
more general distributions beyond Gaussians. We make progress on this question by giving an
algorithm that recovers the clusters up to O(δ) error when the underlying mixture is clusterable.

Theorem 1.5 (Clustering Mixtures, Informal version of Theorem 7.2). Given 0 < ε < 1 and n
samples from a mixture of k = O(1) reasonably anti-concentrated distributions that also have certifiably
hypercontractive quadratic forms (Definition 2.19) such that the resulting mixture is clusterable (Defini-
tion 7.1), there exists an algorithm that runs in nOk,ε(log2(d)) time and outputs an ε-accurate clustering
whenever n = dΩk,ε(log(d)).

We note that affine transformations of product distributions and uniform distributions over
ℓp balls, for p ∈ (1, ∞) satisfy all the technical conditions for our statement. We prove this in
Theorem 9.1.

Remark 1.6 (Outlier-robust algorithms). We remark that using standard machinery in robust
statistics, the sum-of-squares relaxation we analyze can be made to work in the strong contami-
nation model. Here, an η-fraction of input samples are adversarially corrupted, and the rest
are drawn from a mixture of reasonably anti-concentrated distributions. We refer the reader
to [FKP+19; BDHKKK20] for details.

List-decodable linear regression. Finally, we consider the setting of list-decodable linear
regression. Here an α-fraction of the samples are inliers and are drawn i.i.d. from some
reasonably anti-concentrated distribution D. The remaining (1 − α) fraction of the samples are
arbitrary, and potentially adversarially generated. The underlying statistical model is simply
yi = ⟨Θ, xi⟩, where xi ∼ D, and Θ is some unknown hyperplane. For the formal definition, see
Model 8.1. The following theorem gives a quasi-polynomial time guarantee for this problem
when the inliers are drawn from any resonably anti-concentration distribution.

Theorem 1.7 (List-Decodable Regression, Informal version of Theorem 8.2). For any 0 < α, ε < 1,
there exists an algorithm that takes n samples from the above model where an α-fraction are from a
reasonably anti-concentrated distribution, runs in nOε,α(log(d)) time and outputs a list of O(1/α) vectors
such that with probability at least 99/100, the list contains at least one vector Θ̂ such that ∥Θ̂−Θ∥2

2 ⩽ ε,
when n = dΩε,α(log(d)).

1.3 Technical Overview

In this section, we provide an outline of the techniques we introduce to obtain our certificate of
anti-concentration.

Inefficient certificates of anti-concentration. As a starting point, we note that the uniform
distribution over any convex body is anti-concentrated, and therefore the optimization problem
in Eq. (1) achievies a value of at most δ, for any δ < 1. The proof of anti-concentration simply
follows from observing that the density of any univariate projection is upper bounded by
exp(−t/c), for a fixed constant c. One naïve certificate that demonstrates ∑i wi is bounded
in all directions is one where we simply create an ε-net and check each univariate projection,
i.e. for each vector in the net, we project the distribution along this vector and check that it is
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anti-concentrated. However, it is easy to see that the size of such a certificate is at least exp(d)
and our goal is to avoid this exponential dependence on the dimension.

Existing approaches to certifying anti-concentration. As alluded to earlier, the notion of
certifiable anti-concentration was introduced in two concurrent works, one by Raghavendra
and Yau [RY20a] and one by Karmalkar, Klivans and Kothari [KKK19], and they formulate
anti-concentration as a polynomial inequality. First, let f (x) be the univariate box-indicator
function:

f (x) =

{
1 if − δ ⩽ x ⩽ δ

0 otherwise

Then, there exists a polynomial p(x) that approximates f everywhere in the interval [−1, 1], and
the degree of this polynomial is roughly O(1/δ2) (in fact, there is a sum-of-squares polynomial
satisfying these criteria). The formulation of anti-concentration considered in prior works is as
follows:

∀v ∈ Rd,
1
n ∑

i∈[n]
p(⟨xi, v⟩2) ⩽ δ∥v∥2

2. (2)

Since p is large in the interval [−δ, δ], such a certificate implies that the number of samples for
which |⟨xi, v⟩| ⩽ δ is bounded. To avoid brute force search over an ε-net, [RY20a; KKK19; BK20]
show that there is a sum-of-squares proof of the inequality in Eq. (2) in the indeterminate v
(see Section 2.1 for background on sum-of-squares proofs) and this in turn implies an efficient
certificate.

However, all known proofs of such a certificate assume that the input distribution is rotationally
invariant. Therefore, p(⟨xi, v⟩2) = p(g∥v∥2), where g is a standard Gaussian, implying p is a
univariate function, and any univariate inequality admits a sum-of-squares proof (see Fact 2.10).
It is easy to see that all prior works thus heavily rely on the input distribution being rotationally
invariant.

Anti-concentration along analytically dense directions. It is well known that the marginal
distribution obtained by projecting the uniform distribution over a convex body along a random
direction is well-approximated by a Gaussian. Restricting our attention to well-behaved convex
bodies, we develop an analytic formulation of this statement: For any direction v such that
∥v∥4

4 ⩽ λ∥v∥4
2, we show that there is a sum-of-squares proof in v that 1

n ∑i∈[n] p2(⟨xi, v⟩2) ⩽ δ,
where p2 is the sum-of-squares polynomial that approximates the box-indicator function. In the
language of sum-of-squares proofs,

{
∥v∥4

4 ⩽ exp
(
−1/δ2)∥v∥4

2

}
v
{

1
n ∑

i∈[n]
p2(⟨xi, v⟩2) ⩽ δ

}
, (3)

i.e. under the axiom that the ℓ4
4 norm of v is bounded, there is an efficient certificate that

p2 is small on the input samples in all directions (see Theorem 4.1). The captures the intu-
ition that v cannot be a sparse direction or have large magnitude coordinates. Our proof
proceeds by explicitly bounding the higher moments of ⟨x, v⟩2 and showing that under the
axiom

{
∥v∥4

4 ⩽ exp
(
−1/δ2)∥v∥4

2
}

, the moments are exp
(
−1/δ2)-close to that of a Gaussian,

additively (see Lemmas 4.2 and 4.5)4.

4Our proof is inspired by Lemma 2.6 in Kindler, Naor and Schechtman [KNS10].
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Additionally, we show that p2 certifies anti-concentration around any bounded point ϕ, as
opposed to just the origin, i.e.

{
∥v∥4

4 ⩽ exp
(
−1/δ2)∥v∥4

2

}
v
{

1
n ∑

i∈[n]
p2(⟨xi, v⟩2 − ϕ) ⩽ δ

}
,

only at the cost of p2 having degree O(1/δ2 + ϕ). This is a qualitative improvement over prior
works, and is necessary to the remainder of our argument.

Anti-concentration on the remaining directions. Directions that are not analytically dense
include, in particular, sparse directions, and marginals along sparse directions do not behave
like the Gaussian distribution. Nevertheless, it is tempting to try to show that the remaining set
of directions is small, and perhaps admits a small ε-net. Certainly, the set of sparse directions
satisfies this property. However, consider the direction v = [1/2, 1/2, c/

√
n, . . . , c/

√
n], for a

fixed constant c. This direction is neither sparse nor analytically dense, and we cannot discard
the large or the small coordinates, since they contribute an equal amount of ℓ2-mass. Surpris-
ingly, we do not know how to obtain an explicit sum-of-squares proof of anti-concentration for
such directions. Instead, we show that we can still indirectly certify anti-concentration.

Inspired by this example, let us assume we have the ability to condition indeterminates, i.e.
coordinates of v that are large. Given this ability, it is not too hard to show that if we condition
on all the coordinates that are at least λ, and denote this set by uS , the resulting residual vector,
v − uS would have ℓ∞ norm bounded by λ, and in turn ∥v − uS∥4

4 ⩽ λ. Further, uS will have at
most 1/λ non-zero entries. We could then appeal to univariate anti-concentration on ⟨x, uS ⟩
and analytically dense certificates on ⟨x, v − uS ⟩. While we do not posess the ability to condition
large coordinates of v in the proof system, we show how to execute such a proof strategy by
looking at dual objects to sum-of-squares proofs, i.e. pseudo-distributions.

Re-weighting pseudo-distributions. Consider a pseudo-distribution µ over a vector valued
indeterminate v such that ∥v∥2 ⩽ 1. Since v is a unit vector, it does not take values in a discrete
set and we cannot condition µ on a specific value (unlike the boolean setting, e.g. [BRS11]).
Instead, we show that we via polynomial re-weighting (a generalization of “conditioning"
introduced in [BKS17]) the pseudo-distribution by a low degree polynomial, such as v2t

i , where
vi is the i-th coordinate of v and t is a large integer, and this morally has the same effect
as that of conditioning (we refer the reader to Section 2.2 for background on re-weighting
pseudo-distributions).

The main theorem we obtain is that after an iterative re-weighting process (Algorithm 5.2),
there exists a new pseudo-distribution µ′ and a sparse vector uS (this is a vector without any
indeterminates) such that either Ẽµ′

[
∥v − uS∥2t

2
]
⩽ η, i.e. all the low-degree moments of the

residual vector are small, or Ẽµ′
[
∥v − uS∥2t

2t
]
⩽ η, i.e. the residual vector is analytically dense.

Here η can be made arbitrarily small at the cost of running time, however, t must be Ω(log(d)),
which results in the quasi-polynomial running time in all our results.

The iterative re-weighting proceeds as follows: given the pseudo-distribution µ we find a
coordinate vi such that Ẽµ

[
v2t

i
]
⩾ λ2tẼµ

[
∥v∥2t

2
]
. If no such coordinate exists, it’s easy to show

that Ẽµ

[
∥v∥2t

2t
]

is small, since we essentially have an ℓ∞ bound on v. Otherwise, we re-weight µ

by v2t
i , and set the new vector v = v − Ẽµ [vi]. We iterate until there is either no such coordinate

or the norm of the residual vector is small.

6



The analysis has two key components. The first is a scalar re-weighting statement that was
obtained by Barak, Kothari and Steurer [BKS17]: Given a bounded indeterminate z, there
exists a re-weighting of µ, denoted by µ′, such that Ẽµ′

[
(z − Ẽµ [z])2t

]
⩽ ε2tẼµ [z]

2t. Using this
statement, we can conclude that in a single iteration, the re-weighting process essentially fixes
the i-th coordinate. However, since the pseudo-distribution gets re-weighted over and over
again, we might undo this conditioning. We instead design a carefully chosen potential that
monotonically decreases, showing that the re-weighting process must terminate after a few
iterations (see the proof of Theorem 5.1 for details).

Finally, we note that t = Ω(log(d)) is necessary for our re-weighting strategy. Consider the
case where µ is simply the uniform distribution over the standard basis vectors (a special case
of a pseudo-distribution). Each element in the support has only one non-zero coordinate, but
Eµ

[
v2t

i
]

remains a negligible fraction of the ℓ2 norm until t = Ω(log(d)).

Pseudo-expectations vs. axioms. Given our re-weighting scheme, it is not too hard to show
that for the re-weighted pseudo-distribution µ′, Ẽµ′

[
∥v − uS∥4

4

]
⩽ η. We would now like to

invoke our certificates of anti-concentration along the direction v − uS . However, we only
obtain the axiom

{
∥v − uS∥4

4 ⩽ η
}

if the pseudo-expectation remains small for all low-degree
sum-of-squares polynomials multiplied by ∥v − uS∥4

4. Instead, we show that our certificates
used the axiom by only multiplying it by ∥v − uS∥2ℓ

2 , for different integral ℓ, and we can indeed
prove that Ẽµ′

[
∥v − uS∥2ℓ

2 · ∥v − uS∥4
4

]
⩽ η (see Lemma 3.5). This allows us to invoke our

certificates for directions that satisfy Ẽµ′
[
∥v − uS∥4

4

]
⩽ η.

Objective is bounded under a re-weighting. With the aforementioned components in place,
we are ready to analyze the objective value of the anti-concentration program. Let µ be any
pseudo-distribution that is consistent with the constraints in Eq. (1). For ease of exposition,
we assume that wi⟨xi, v⟩2 = 0, and this constraint can be easily relaxed. Then, there ex-
ists a re-weighting of µ and a sparse vector uS such that either Ẽµ′

[
∥v − uS∥4

4

]
is small or

Ẽµ′
[
∥v − uS∥2t

2
]

is small. Consider the first case. Since p2(0) = 1, we can bound the objective
as follows:

1
n

Ẽµ′

[
∑

i∈[n]
wi

]
=

1
n

Ẽµ′

[
∑

i∈[n]
wi p2(0)

]

=
1
n

Ẽµ′

[
∑

i∈[n]
wi p2(wi⟨xi, v⟩)

]

⩽
1
n

Ẽµ′

[
∑

i∈[n]
p2(⟨xi, uS ⟩+ ⟨xi, v − uS ⟩)

] (4)

where the second equality follows from p2 being a sum-of-squares polynomial and our con-
straint. We can then drop the indicators since they are at most 1. Now, we treat the vector
⟨xi, uS ⟩ as a shift (since this is a fixed vector) and invoke our analytic certificate on the direction
v − uS . For most samples ⟨xi, uS ⟩ is bounded, and therefore, the objective value is small (see
Lemma 3.4 for details).

Now, consider the second case. We again proceed as Eq. (4) and split into the p2(⟨xi, uS ⟩+
⟨x, v − uS ⟩). We then just expand out the polynomial by writing it in the monomial basis, and
show that we can treat all the terms involving ⟨x, v − uS ⟩ as additive error. Since all low-degree
moments of this vector are bounded, the additive error remains small (see Lemma 3.2). We now
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invoke anti-concentration properties on p2(⟨x, uS ⟩), but since uS is sparse, and fixed, we no
longer need sum-of-squares certificates, and can simply reduce to the univariate case. Taking a
step back, we managed to show that any pseudo-distribution µ can be re-weighted to one for
which 1

n ∑i∈[n] wi is small.

Inferring the existence of SoS proof. Semi-definite programming duality implies that if an
inequality is true for all pseudo-distributions of degree-k, then there must be a degree-k sum-
of-squares proof of the inequality (see Fact 2.9). Thus far, we have managed to show that any
pseudo-distribution µ can be re-weighted to obtain the desired inequality, i.e. 1

n Ẽµ′

[
∑i∈[n] wi

]
⩽

δ. In general, the existence of a re-weighting need not imply a sum-of-squares proof. However,
we use the specific structure of our re-weighting to show that such a proof must indeed exist.

We proceed via contradiction. Let µ be a pseudo-distribution under which 1
n Ẽµ

[
∑i∈[n] wi

]
>

10δ. Then, we re-weight µ by (∑i∈[n] wi)
2t for a large t, to essentially fix the objective value, and

let the resulting pseudo-distribution be µ1. The scalar fixing lemma described above ensures
that the objective value remains large even if we apply low-degree polynomials to the objective.
Now, we invoke our re-weighting result on µ1, we can show that there is a re-weighting of µ1,
say µ2, such that 1

n Ẽµ2

[
∑i∈[n] wi

]
< δ/100. However, since this re-weighting is a low-degree

polynomial, it could not have altered the objective value under µ1 by too much, therefore
yielding a contradiction (we refer the reader to Theorem 3.1 for a complete proof). Formally, we
can infer a certificate of anti-concentration of the following form:

δ − 1
n ∑

i∈[n]
wi = sos(v, w) + ∑

i∈[n]
qi(v, w)

(
wi(δ∥v∥2 − ⟨xi, v⟩2)

)
+ ∑

i∈[n]
ri(w2

i − wi), (5)

where sos(v, w), qi(v, w) are sum-of-squares polynomials and ri are arbitrary low-degree poly-
nomials.

Clustering via certificates. We note that the certificates we obtain do not go via the certificates
obtained in prior works that were discussed in (2) and therefore, does not imply the algorithmic
applications of anti-concentration in a black-box manner. We describe how to use our certificates
to design algorithms. For the purposes of the overview, we consider a simple example: let
X = { xi }i∈[n be n samples from a mixture of two reasonably anti-concentrated distributions,
denoted by M = 1

2D(0, Σ1) +
1
2D(0, Σ2). The two distributions are concentric (both means

are zero) and the mixture is isotropized, so the mixture covariance is I. Further, there is some
unknown direction v such that v⊤Σ1v ⩽ δv⊤Σ2v, for some sufficiently small δ. Our goal is to
simply recover some direction that continues to separate Σ1 and Σ2. Note, we can use such a
direction to cluster by simply projecting all the samples along this direction and thresholding
them.

To find such a direction we consider the following program:

Cδ =


∀i ∈ [n] w2

i = wi

∑
i∈[n]

wi = n/2

∀i ∈ [n] wi⟨xi, v⟩2 ⩽ cδwi∥v∥2

 (6)

This program is feasible, since we can set the wi’s to indicate the samples from D(0, Σ1). We then
compute a pseudo-distribution that is consistent with Cδ and our goal is to obtain a separating

8



direction. A natural candidate is to compute the covariance matrix of the indeterminates,
i.e. Ẽµ

[
vv⊤

]
and then sample g ∼ N (0, Ẽµ

[
vv⊤

]
) (often referred to as Gaussian rounding).

However, there can be several directions where the variance of D(0, Σ2) is significantly smaller
than D(0, Σ1) and µ could be the uniform distribution over all such directions. In fact, it is not
to hard to construct an instance where Ẽµ

[
vv⊤

]
= I and therefore, our program would not

succeed in finding a separating direction.

Instead, we pick one of the samples uniformly at random and re-weight the pseudo-distribution
by ⟨xi, v⟩2t. With probability 1/2, we sample xi from D(0, Σ2) and the re-weighting essentially
conditions the pseudo-distribution to be supported on directions where Σ2 has larger variance,
and the aforementioned Gaussian rounding scheme succeeds.

A bit more formally, using the certificate from Eq. (5) we prove the following key sum-of-squares
inequality (see Lemma 6.4 for a formal statement and proof):

Cδ


〈

Σ1, vv⊤
〉2

⩽ O(1) ·
(

δ2∥v∥4 − ∑
xi∈D(0,Σ2)

qi(w, v)wi

(
δv⊤Σ2v − δ∥v∥2

2
100

)
︸ ︷︷ ︸

(7).(1)

) , (7)

where the term (7).(1) need not axiomatically be non-negative. Since we compute a pseudo-
distribution consistent with Cδ, we can conclude〈

Σ1, Ẽµ

[
vv⊤

]〉2
⩽ Ẽµ

[〈
Σ1, vv⊤

〉2
]
⩽ δ2∥v∥4

2 − ∑
i

Ẽµ

[
qi(w, v)wi

(
δv⊤Σ2v − δ∥v∥2

2
100

)]
.

Observe, as long as Ẽµ

[
qi(w, v)v⊤Σ2v

]
⩾ 0.1, we are in good shape, since the additive term

disappears, and we have
〈

Σ1, Ẽµ

[
vv⊤

]〉
⩽ δ∥v∥2

2, an obtaining a separating direction from
here is straight-forward.

As a thought experiment, consider the case where we know the scalar quantity v⊤Σ2v. Then,
re-weighting µ by (v⊤Σ2v)2t outputs a pseudo-distribution µ′ such that the expected value of
v⊤Σ2v remains large, even when multiplied by low-degree sum-of-squares polynomials, in
particular, the qi’s and therefore Ẽµ

[
qi(w, v)v⊤Σ2v

]
⩾ 0.1 (see Lemma 6.5). Therefore, we can

now simply perform Gaussian rounding on Ẽµ′
[
vv⊤

]
. Of course, re-weighting by v⊤Σ2v is as

hard as learning Σ2, but if we pick a uniformly random sample, and condition on xi being from
D(0, Σ2), in expectation, we are re-weighting v⊤Σ2v and the above argument continues to work
(see Lemma 6.6 for a full proof).

1.4 Related work

Anti-concentration is a vast field and has been subject to intense study in probability theory
(e.g. [Erd45; CTV06; Lov10; BK21]) and statistics (e.g. [LS01; CCK15]). Similar to concentra-
tion inequalities [Tro15; MP16; RT23], anti-concentration inequalities have found numerous
applications in computer science, e.g. [Sim15; KKK19; RY20a; AA11; CR11; Vid12; She12;
Nie22]. Among such applications, the works most closely related to ours are the ones exploiting
anticoncentration certificates to design approximation algorithms [KKK19; RY20a; BK20; RY20b;
DHKK20; BK21; IK22]. Notably, many of these certificates are based on the Sum of Squares
(SoS) hierarchy. In particular, these SoS certificates of anti-concentration have been modified in
various ways to design statistical algorithms. However, they suffer from two drawbacks – Most
of the programs used have been application-specific, requiring ad-hoc analyses designed for the
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problem at hand; and for technical reasons, they work only for spherical distributions, e.g. Gaus-
sians. In this work, we present a unified and the most canonical way to certify anti-concentration
phenomena for a wide class of distributions that go beyond spherical distributions.

The sum of squares hierarchy (SoS) [Sho87; Nes00; Par00; Gri01] uses insights from proof
complexity to design algorithms, leading to the powerful framework known as “proofs to
algorithms” [FKP19]. This has been highly effective in theoretical computer science, capturing
state-of-the-art approximation algorithms for many problems, e.g. [ARV04; GW95; HSS15;
Rag08]. Due to its effectiveness in capturing many algorithmic reasoning techniques [FKP19],
lower bounds against SoS is also an active area of study [BHKKMP16; KMOW17; GJJPR20;
PR20; Raj22; Kun20; PR22; Jon22; JPRTX22; JPRX23]. In recent years, many works have
exploited SoS hierarchy for applications in algorithmic robust statistics [DK23], leading to to
breakthrough algorithms for long-standing open problems [BDJKKV22; LM21; Hop20; KKM18;
FKP19; KS17b; BK20; BK21; SS17]. Highlights include robustly learning mixtures of high
dimensional Gaussians (a long line of works culminating in [BDJKKV22; LM21]), efficient
algorithms for the fundamental problems of regression [KKM18], moment estimation [KS17b],
clustering [BK20] and subspace recovery [BK21] in the presence of outliers. In recent years,
many more applications are being discovered, e.g. in differential privacy [HKM22; GH22;
KMV22; HKMN23] and quantum information [BBHKSZ12; BKS17; BLMT23].

Finally, we discuss works related to our applications. The literature on clustering and regression
is incredibly vast. These fundamental problems have many connections to other standard
statistical tasks such as mixture modeling, density estimation, latent variable modeling, etc.
For the most closely related works on clustering and regression, see [BK20; LL22; DKKLT22;
KKK19; DKS17b; KS17a; HL18; CLS20; RY20a] and citations therein.

Organization of the paper. In Section 2, we present the preliminaries of the sum-of-squares
framework and define the distributional properties we use. In Section 3, we present our main
anti-concentration program and state our main theorem, with the proof details filled out in
Sections 3, 4 and 5. We then show the application of our program to spectral clustering in
Section 6, k-clustering in Section 7 and list decodable regression in Section 8.

2 Preliminaries

2.1 The Sum-of-Squares framework

We now provide an overview of the Sum-of-Squares proof system. We closely follow the
exposition as it appears in the lecture notes of Barak [Bar].

Pseudo-Distributions. A discrete probability distribution overRm is defined by its probability
mass function, D : Rm → R, which must satisfy ∑x∈supp(D) D(x) = 1 and D ⩾ 0. We extend this
definition by relaxing the non-negativity constraint to merely requiring that D passes certain
low-degree non-negativity tests. We call the resulting object a pseudo-distribution.

Definition 2.1 (Pseudo-distribution). A degree-ℓ pseudo-distribution is a finitely-supported func-
tion D : Rm → R such that ∑x D(x) = 1 and ∑x D(x)p(x)2 ⩾ 0 for every polynomial p of
degree at most ℓ/2, where the summation is over all x in the support of D.

Next, we define the related notion of pseudo-expectation.
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Definition 2.2 (Pseudo-expectation). The pseudo-expectation of a function f onRm with respect
to a pseudo-distribution µ, denoted by Ẽµ(x) [ f (x)], is defined as

Ẽµ(x) [ f (x)] = ∑
x

µ(x) f (x).

We use the notation Ẽµ(x)
[
(1, x1, x2, . . . , xm)⊗ℓ

]
to denote the degree-ℓ moment tensor of the

pseudo-distribution µ. In particular, each entry in the moment tensor corresponds to the
pseudo-expectation of a monomial of degree at most ℓ in x.

Definition 2.3 (Constrained pseudo-distributions). Let µ be a degree-ℓ pseudo-distribution over
Rd. Let A = { p1 ⩾ 0, p2 ⩾ 0, . . . pm ⩾ 0 } be a system of m polynomial inequality constraints
of degree at most r. We define µ to satisfy A at degree ℓ ⩾ 1 if for every subset S ⊂ [m], and
every sum-of-squares polynomial q such that deg(q) + ∑i∈S max(pi, r) ⩽ ℓ, Ẽµ [q ∏i∈S pi] ⩾ 0.
Further, we define µ to approximately satisfy the system of constraints A if the above inequalities
are satisfied up to additive error 2−nℓ∥q∥∏i∈S∥pi∥, where ∥·∥ denotes the euclidean norm of
the coefficients of the polynomial, represented in the monomial basis.

Crucially, there’s an efficient separation oracle for moment tensors of constrained pseudo-
distributions.

Fact 2.4 ([Sho87; Nes00; Par00; Gri01]). For any m, ℓ ∈ N, the following set has a mO(ℓ)-time weak
separation oracle (in the sense of [GLS81]):{

Ẽµ(x)

[
(1, x1, x2, . . . , xm)

⊗ℓ
]∣∣∣ µ is a degree-ℓ pseudo-distribution overRm

}
This fact, together with the equivalence of weak separation and optimization [GLS81] forms the
basis of the sum-of-squares algorithm, as it allows us to efficiently approximately optimize over
pseudo-distributions.

Given a system of polynomial constraints, denoted by A, we say that it is explicitly bounded if it
contains a constraint of the form {∥x∥2 ⩽ M}. Then, the following fact follows from Fact 2.4
and [GLS81]:

Fact 2.5 (Efficient Optimization over Pseudo-distributions). There exists an (m + t)O(ℓ)-time
algorithm that, given any explicitly bounded and satisfiable system A of t polynomial constraints in m
variables, outputs a level-ℓ pseudo-distribution that satisfies A approximately (see Definition 2.3) 5.

We now define basic facts for pseudo-distributions, which extend facts that hold for standard
probability distributions, which can be found in several prior works listed above.

Fact 2.6 (Cauchy-Schwarz for Pseudo-distributions). Let f , g be polynomials of degree at most d in

indeterminate x ∈ Rd. Then, for any degree d pseudo-distribution µ, Ẽµ [ f g] ⩽
√

Ẽµ [ f 2] ·
√

Ẽµ [g2].

Fact 2.7 (Hölder’s Inequality for Pseudo-Distributions). Let f , g be polynomials of degree at most d
in indeterminate x ∈ Rd. Fix t ∈ N. Then, for any degree dt pseudo-distribution µ,

Ẽµ

[
f t−1g

]
⩽
(

Ẽµ

[
f t]) t−1

t ·
(

Ẽµ

[
gt]) 1

t
.

In particular, for all even integers k, Ẽµ [ f ]k ⩽ Ẽµ

[
f k].

5Here, we assume that the bit complexity of the constraints in A is (m + t)O(1).
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Sum-of-squares proofs. Let f1, f2, . . . , fr and g be multivariate polynomials in the indetermi-
nate x. Given constraints { f1 ⩾ 0, . . . , fm ⩾ 0}, a sum-of-squares proof that implies the identity
{g ⩾ 0} consists of polynomials (pS)S⊆[m] such that

g = ∑
S⊆[m]

p2
S · ∏

i∈S
fi

We say that this proof has degree-ℓ if for every set S ⊆ [m], the polynomial p2
SΠi∈S fi has degree

at most ℓ. If there is a degree ℓ SoS proof that { fi ⩾ 0 | i ⩽ r} implies {g ⩾ 0}, we write:

{ fi ⩾ 0 | i ⩽ r} ℓ {g ⩾ 0} (8)

For all polynomials f , g : Rn → R and for all functions F : Rn → R
m, G : Rn → R

k, H : Rp →
R

n such that each of the coordinates of the outputs are polynomials of the inputs, we have the
following inference rules.

The first one derives new inequalities by addition/multiplication:

A ℓ { f ⩾ 0, g ⩾ 0}
A ℓ { f + g ⩾ 0}

,
A ℓ { f ⩾ 0},A

ℓ′
{g ⩾ 0}

A
ℓ+ℓ′

{ f · g ⩾ 0}
(Addition/Multiplication Rule)

The next one derives new inequalities by transitivity:

A ℓ B,B
ℓ′

C

A
ℓ·ℓ′ C

(Transitivity Rule)

Finally, the last rule derives new inequalities via substitution:

{F ⩾ 0} ℓ {G ⩾ 0}
{F(H) ⩾ 0}

ℓ·deg(H)
{G(H) ⩾ 0}

(Substitution Rule)

Sum-of-squares proofs allow us to deduce properties of pseudo-distributions that satisfy some
constraints.

Fact 2.8 (Soundness). If µ
ℓ
A for a level-ℓ pseudo-distribution µ and there exists a sum-of-squares

proof A
ℓ′
B, then µ

ℓ·ℓ′+ℓ′
B.

If the pseudo-distribution D satisfies A only approximately, soundness continues to hold if we
require an upper bound on the bit-complexity of the sum-of-squares A r′ B (number of bits
required to write down the proof). In our applications, the bit complexity of all sum of squares
proofs will be nO(ℓ) (assuming that all numbers in the input have bit complexity nO(1)). This
bound suffices in order to argue about pseudo-distributions that satisfy polynomial constraints
approximately.

The following fact shows that every property of low-level pseudo-distributions can be derived
by low-degree sum-of-squares proofs.

Fact 2.9 (Completeness). Suppose d ⩾ r′ ⩾ r and A is a collection of polynomial constraints with
degree at most r, and A ⊢ {∑n

i=1 x2
i ⩽ B} for some finite B. Let {g ⩾ 0} be a polynomial constraint.

If every degree-d pseudo-distribution that satisfies D r A also satisfies D
r′
{g ⩾ 0}, then for every

ε > 0, there is a sum-of-squares proof A d {g ⩾ −ε}.
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Next, we recall the fact that any univariate polynomial inequality admits a sum-of-squares
proof over the reals.

Fact 2.10 (Univariate Polynomial Inequalities admit SoS Proofs, [Lau09]). Given a univariate
degree-t polynomial p such that for all x ∈ R, p(x) ⩾ 0, we have d

x { p(x) ⩾ 0 }. Further, if for all

a ⩽ x ⩽ b, we have p(x) ⩾ 0, then { x ⩾ a, x ⩽ b } d
x { p(x) ⩾ 0 }.

Fact 2.11. (Non-negative Quadratic Polynomials Inequalities admit SoS Proofs) Given a multivariate
polynomial p(x1, x2, . . . , xm) ∈ R[x1, . . . , xm] such that p has degree 2 and p(x1, x2, . . . , xm) ⩾ 0 for
all x1, x2, . . . xm ∈ R. Then, 2

x { p(x) ⩾ 0 }.

Proof. Note that there is a unique (m + 1)× (m + 1) symmetric matrix M such that if we let
v(x) = (1, x1, . . . , xm)† then

p(x1, . . . , xm) = v(x)† Mv(x) .

Now we claim that M must be PSD. Indeed for any vector v = (v1, . . . , vm+1) ∈ Rm+1, if v1 ̸= 0,
then we can consider plugging in x1 = v2/v1, . . . , xm = vm+1/v1 and since p(x1, . . . , xm) ⩾ 0
we get that v† Mv ⩾ 0. If v1 = 0, then we can consider plugging in x1 = cv2, . . . , xm = cvm+1

and take the limit as c → ∞ and again we deduce that v† Mv ⩾ 0. Thus, M must be PSD. We
can now write M = ∑m+1

i=1 uiu†
i for some vectors ui ∈ Rm+1. Thus, we can write

p(x1, . . . , xm) = v(x)† Mv(x) =
m+1

∑
i=1

⟨ui, v(x)⟩2

which is a degree-2 SoS polynomial and we are done.

Basic Sum-of-Squares Proofs. Next, we use the following basic facts regarding sum-of-squares
proofs. For further details, we refer the reader to a recent monograph [FKP+19].

Fact 2.12 (Operator norm Bound). Let A be a symmetric d × d matrix and v be a vector in Rd. Then,

2
v
{

v⊤Av ⩽ ∥A∥2∥v∥2
2

}
.

Fact 2.13 (SoS Almost Triangle Inequality). Let f1, f2, . . . , fr be indeterminates. Then,

2t

f1, f2,..., fr


(

∑
i⩽r

fi

)2t

⩽ r2t−1

(
r

∑
i=1

f 2t
i

) .

Fact 2.14 (SoS Hölder’s Inequality). Let w1, . . . wn be indeterminates and let f1, . . . fn be polynomials
of degree m in vector valued variable x. Let k be a power of 2. Then,

{
w2

i = wi, ∀i ∈ [n]
}

2km
x,w


(

1
n

n

∑
i=1

wi fi

)k

⩽

(
1
n

n

∑
i=1

wi

)k−1(
1
n

n

∑
i=1

f k
i

) .

Fact 2.15 (Almost square-root). Given a scalar indeterminate v,
{

v2 ⩽ 1
} v { −1 ⩽ v ⩽ 1 }.

Proof. We know that
{
(1 − v)2 = 1 + v2 − 2v ⩾ 0

}
and

{
(1 + v)2 = 1 + v2 + 2v ⩾ 0

}
. Fur-

ther, by assumption,
{

1 − v2 ⩾ 0
}

and by the addition rule we have { 2 + 2v ⩾ 0 } and
{ 2 − 2v ⩾ 0 }. Rearranging yields the claim.
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2.2 Re-weighting Pseudo-distributions

Let µ be a pseudo-distribution of degree ⩾ t on d-dimensional vector valued indeterminate
v. Let q be a sum-of-squares polynomial in v of degree t′ < t. Then, µ′ defined by µ′(v) =

µ(v) · q(v) is called the reweighting of µ by the polynomial q. It is easy to observe that µ′ is
a pseudo-distribution of degree at least t − t′. Further, if µ satisfying a polynomial equality
constraint {r = 0} and degree of r is at most t − t′, then, so does µ′. See [BKS17] for background
on reweighting pseudo-distributions.

We also require the following straightforward fact that ensures subsequent re-weightings of
pseudo-distributions do not decrease the pseudo-expectation of the indeterminate:

Fact 2.16 (Scalar Re-weightings are Monotone). Let µ be a pseudo-distribution over an indeterminate
z. Let µ′ be a re-weighting of µ obtained by using the polynomial z2ℓ, for some ℓ ∈ N. Then,
Ẽµ′

[
z2] ⩾ Ẽµ

[
z2], given µ is has degree at least 3ℓ+ 3.

Proof. Recall, by the definition of re-weighting a pseudo-distribution, we have

Ẽµ′
[
z2] = Ẽµ

[
z2 · z2ℓ]

Ẽµ [z2ℓ]
. (9)

By Hölder’s inequality for pseudo-distributions (Fact 2.7 applied with f = z2 and k = ℓ ), we

have Ẽµ

[
z2] ⩽ (Ẽµ

[
z2ℓ])1/ℓ

and thus

Ẽµ

[
z2]Ẽµ

[
z2ℓ
]
⩽ Ẽµ

[
z2ℓ
] ℓ+1

ℓ
⩽
(

Ẽµ

[
z2ℓ+2

] 2ℓ
2ℓ+2 · Ẽµ [1]

2
2ℓ+2

) ℓ+1
ℓ

= Ẽµ

[
z2ℓ+2

]
, (10)

where the second inequality follows from applying Hölder’s inequality again. Therefore, we
can rearrange Equation (10) and conclude Ẽµ′

[
z2] ⩾ Ẽµ

[
z2].

Fact 2.17 (Bounding moments of subtracting a coordinate). Let v be a vector-valued indeterminate
over Rd and y ∈ N. Then, for any i ∈ [d],

2y
v
{ (

∥v∥2
2 − v2

i
)y

⩽ ∥v∥2y
2 − v2y

i

}
Proof. We use the fact that 2t

a,b {
a2t + b2t ⩽ (a + b)2t

}
as follows:

2y
v
{ (

∥v∥2
2 − v2

i
)2y

+ v2y
i ⩽

(
∥v∥2

2 − v2
i + v2

i
)2y

= ∥v∥2y
2

}
(11)

Rearranging yields the claim.

2.3 Distributions

Definition 2.18 (Certifiable Hypercontractivity of linear forms). An distribution D on Rd is
said to be h-certifiably ch-hypercontractive if there’s a degree-h sum-of-squares proof of the
following unconstrained polynomial inequality in d-dimensional vector-valued indeterminate
v:

E
x∼D

⟨x, v⟩2h ⩽ (ch)
2h
(

E
x∼D

⟨x, v⟩2
)h

,

for h being an even integer. A set of points X ⊆ Rd is said to be (ch, h)-certifiably hypercontrac-
tive if the uniform distribution on X is h-certifiably ch-hypercontractive.
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Definition 2.19 (Certifiable Hypercontractivity of quadratic forms). An isotropic distribution D
onRd is said to be h-certifiably ch-hypercontractive if there’s a degree h sum-of-squares proof
of the following unconstrained polynomial inequality in d × d matrix-valued indeterminate Q:

E
x∼D

(
x⊤Qx − E

x∼D

[
x⊤Qx

])2h

⩽ (ch)
2h

(
E

x∼D

(
x⊤Qx − E

x∼D

[
x⊤Qx

])2
)h

,

for h being an even integer. A set of points X ⊆ Rd is said to be (ch, h)-certifiably hypercontrac-
tive if the uniform distribution on X is h-certifiably ch-hypercontractive.

Definition 2.20 (Almost k-wise independent). For an integer k ⩾ 1, define a distribution D to be
almost k-wise independent if for all subsets S ⊆ [n] of size at most k, we have Ex∼D[∏i∈S x2

i ] =

(1 ± γS)∏i∈S Ex∼D[x2
i ] where γS = od(1).

Definition 2.21 (Strictly sub-exponential distribution). A distribution D with mean µ and
covariance Σ is ε-strictly sub-exponential if for all v ∈ Rd,

Pr[|⟨x − µ, v⟩| ⩾ t
√

v⊤Σv] ⩽ exp
(
−t1+ε/c

)
,

for some constant c.

Fact 2.22 (Sub-Exponential Distributions are bounded). Let x ∼ D be a sample from a d-dimensional
sub-exponential distribution with mean 0 and covariance I. Then, for any 0 < δ < 1, with probability at
least 1 − δ, for all u ∈ Rd, ⟨x, u⟩2 ⩽ log(1/δ)∥u∥2

2.

The main definition we consider in this paper is as follows:

Definition 2.23 ((δ, k, ε)-Reasonably anti-concentrated distributions). A distribution D with
mean 0 and covariance Σ is (δ, k, ε)-reasonably anti-concentrated if it satisfies the following:

1. D is δ-anti-concentrated

2. D is ε-strictly sub-exponential.

3. D has exp
(
(1/δ2)exp(1/δ4)

)
-certifiably O(1)-hypercontractive linear forms.

4. D is almost k-wise independence.

The following lemma shows that bounded product distributions, a natural class of non-spherical
distributions are reasonably anti-concentrated.

Lemma 2.24 (Product Distributions). A δ-anti-concentrated product distribution D with strictly
sub-exponential coordinate marginals is reasonably anti-concentrated.

Proof. The coordinates are k-wise independent by definition. To show strict sub-exponentiality,
we use an analogue of the results from [Ver20, Lemma 3.4.2] which states that sub-gaussian
norm of the vector is bounded by the maximum sub-gaussian norm of each coordinate (upto a
constant). This argument directly extends to sub-exponential norm (for instance, see [Ver20,
Exercise 2.7.3]). Certifiable hypercontractivity of linear forms of product distributions follows
from [KS18].
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2.4 Polynomial approximation to the box indicator

Our arguments hinge on polynomial approximations to the box indicator function 1(x ∈
[ζ − δ, ζ + δ]). Standard approximation theory provides us versatile tools to construct such
polynomials and indeed, this has been used extensively in related prior works.

In this work, we work with the following explicit polynomial:

Definition 2.25 (Box Indicator Polynomial). For η, ζ, δ > 0 and L ⩾ 1, choose an even d and let
p be a degree O(d) polynomial such that

p(x) = ηTd

(
(x − ζ)2

L2 − 1 − δ2
)

,

where Td is the d-th Chebyshev polynomial of the first kind. We assume that the constants are
chosen sufficiently small for the following facts to hold.

Fact 2.26. If 1 ⩽ x ⩽ 1.4, and we write x = 1 + ε, then we have Td(x) = eΘ(d
√

ε)

Proof. Note that for y = O(1), cosh(y) = 1 + O(y2). Therefore, setting cosh(y) = x gives
arcCosh x = Θ(

√
ε) which implies

Td(x) = cosh(d arcCosh x) =
ed arcCosh x + e−d arcCosh x

2
= eΘ(d

√
ε)

Lemma 2.27. When |x − ζ| ⩽ ∆L < δL, we have that p(x) ⩾ Ω(ηeΘ(d
√

δ2+∆2)).

Proof. When x ∈ (ζ − ∆L, ζ + ∆L), we have p(x) = ηTd(y) where y lies in the range [−1 −
δ2,−1 − δ2 + ∆2] but Td monotonically decreases in this range, therefore p(x) ⩾ ηTd(−1 − δ2 +

∆2) ⩾ ηeΘ(d
√

δ2+∆2).

Lemma 2.28. For constants η, ζ, δ, L, the coefficients of p(x) are bounded by 2O(d).

Proof. We have

Td(y) =
d/2

∑
k=0

(
d
2k

)
(y2 − 1)kyn−2k

Note that we have each binomial coefficient above being at most 2d. Finally, we plug in
y = (x−ζ)2

L2 − 1 − δ2 and expand further using the binomial theorem. Using the same bounds
and putting them together implies the result.

Fact 2.29. If x ⩽ ζ −
√

2 + δ2L or x ⩾ ζ +
√

2 + δ2L, we have p(x) ⩽ η
(

2 x−ζ
L

)2d

Proof. We have p(x) = ηTd(y) where y = (x − ζ)2/L2 − 1 − δ2. For the given range of x, we
have y ⩾ 1 and therefore,

Td(y) =
1
2
((y −

√
y2 − 1)d + (y +

√
y2 − 1)d)

⩽ (y +
√

y2 − 1)d
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⩽ (2y)d ⩽
(

2
x − ζ

L

)2d

which implies the bound.

Lemma 2.30 (Gaussian anti-concentration with shifts). Given δ, ζ > 0, let L = 1/δ + ζ, η = δ/L,
and let p be as above. Then,

E
x∼N (0,1)

[
p2(x − ζ)

]
⩽ O(δ),

when d = Ω
(

log
(

1
ηδ +

ζ
δ

)
·
(

1
1/δ2 + ζ2

))
.

Proof. The proof idea is as follows. We split R into the following intervals: I0 = (−∞, ζ −√
2 + δ2L), I1 = [ζ −

√
2 + δ2L, ζ − δL], I2 = (ζ − δL, ζ + δL], I3 = (ζ + δL, ζ +

√
2 + δ2L] and

I4 = (ζ +
√

2 + δ2L, ∞). For intervals I1, I2, I3, we use the bound µ(x) ⩽ 1, where µ(x) is the
pdf at x. For I0 and I4, we use the tail estimate.

Firstly, if δ2 ⩽ 0.1,
p(ζ) = ηTd

(
−1 − δ2) ⩽ ηeΘ(dδ)

For the interval I2, p(x) = ηTd(y) where y lies in the range [−1 − δ2,−1] but Td monotonically
decreases in this range, therefore p(x) lies in the interval [η, ηeΘ(dδ)], implying∫

x∈I2

p2(x)µ(x)dx ⩽
∫
I2

1dx ⩽ 2δL.

Next, observe that for x ∈ I1 ∪ I3, we have p(x) = ηTd(y) where y ∈ [−1, 1] but for such a
y, we have Td(y) ∈ [−1, 1] (simply because Td(cos θ) = cos(dθ)), which means p(x) ∈ [−η, η].
Therefore,∫

x∈I1

p2(x)µ(x)dx +
∫

x∈I3

p2(x)µ(x)dx ⩽
∫

x∈I1∪I3

η2µ(x)dx ⩽ 4η2(L + ζ).

Finally, for I0 ∪I4, it follows from [KKK19, Fact A.3], and that in this interval, Td

((
x−ζ

L

)2
− 1 − δ2

)
⩽(

2 x−ζ
L

)2d
,

∫
x∈I0∪I4

p2(x)µ(x)dx ⩽
∫

x∈I0∪I4

η224d

L4d (x + ζ)4d exp(−|x|α)dx

⩽
∫

x∈I0∪I4

η228d

L4d ·
(

ζ4d + x4d
)

exp(−|x|α)dx

⩽
η228dζ4d

L4d

∫
x∈I0

exp(−|x|a)dx +
η222d

L4d exp(−Lα)
(

L8d + (32d/α)4d/α
)

Then, combining all bounds above, and setting L = 1/δ + ζ, and η = δ/L, we have

E
x∼D

[
p2(x)

]
⩽ p(0) + 2

∫
x∈I1

p2(x)µ(x)dx + 2
∫

x∈I2

p2(x)µ(x)dx +
∫

x∈I3

p2(x)µ(x)dx

⩽ ηeΘ(dδ) + 2δL + η2(L + ζ) +
η222d

L4d exp(−Lα)
(

L8d + (32d/α)4d/α
)
+

η222dζ4d

L4d

⩽ O(δ),

when d = Ω(log(1/η)
(

L2)) = Ω
(

log
(

1
ηδ +

ζ
δ

)
·
(

1
1/δ2 + ζ2

))
.
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We also have the following fact, which can be shown using the same argument as [KKK19].

Fact 2.31 (Anti-Concentration for Sub-exponential distributions). Given samples { xi }i∈[n] from a
δ anti-concentrated strictly sub-exponential distribution D, it follows that

1
n ∑

i∈[n]
p2
(
⟨xi, v⟩2

)
⩽ δ.

3 Anti-concentration program

In this section, we introduce a polynomial system that certifies an upper bound on anti-
concentration for a set of n samples drawn from a reasonably anti-concentrated distribution
(Definition 2.23). Formally, given n i.i.d. samples { xi }i∈[n] drawn from a reasonably anti-
concentrated distribution D with mean 0 and covariance I, and δ > 0, consider the following
program:

Aδ =


∀i ∈ [n] w2

i = wi

∀i ∈ [n] wi⟨xi, v⟩2 ⩽ wiδ
2

∥v∥2
2 = 1

 (12)

Intuitively, wi are indicators indicating the concentrated points. When wi = 1, we must have
⟨xi, v⟩2 ⩽ δ2 which ensures that xi is concentrated in the direction v, where we search over unit
vectors v. The main theorem we establish is that we can certify an upper bound of O(δ) on ∑ wi

over all feasible regions of the program above. Formally,

Theorem 3.1 (Certifying Anti-Concentration). Given δ > 0, and n ⩾ n0 samples { x1, x2, . . . , xn } ⊆
Rd for some n0 ⩾ dt, sampled from a (δ, exp(1/δ2), O(1)) reasonably anti-concentrated distribution

D (Definition 2.23), let t =

(
log(d) · exp

(
1/δ4)exp(1/δ2)

)
. Then, there is a degree-t certificate of

anti-concentration, i.e.

Aδ t
w,v

{
1
n ∑

i∈[n]
wi ⩽ δ

}
,

At a high level, we do not provide a direct sum-of-squares proof of this inequality. Instead, we
reason about degree-t pseudo-distributions to infer the existence of a sum-of-squares proof (see
Fact 2.9). Given a degree-t pseudo-distribution µ that is consistent with the constraint system
Aδ in Equation (12), we perform several re-weightings that correspond to conditions on entries
in v such that either the resulting vector is analytically dense (i.e. the q-norm is bounded by a
small constant times the 2-norm ) or exp(1/δ) moments of ℓ2 norm are small. Then, we use the
analytic properties of the re-weighted pseudo-distribution to certify an upper bound on the
objective in (12).

More concretely, we abstract out three lemmas that help us complete the proof of Theorem 3.1.
We defer the proofs of these lemmas to the subsequent subsections.

We begin by showing that if the re-weighting from Algorithm 5.2 outputs a pseudo-distribution
µ′ and a constant uS such that the pseudo-moments of ∥v − uS∥2 are small, then we can
simply decompose the polynomial approximation to the box indicator function and appeal to
anti-concentration along the direction uS . Formally, we have the following lemma:
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Lemma 3.2 (Decomposing the box-indicator for almost-sparse directions). Given 1 > γ > 0, let
t ∈ N, and let p be the degree-2t polynomial from Definition 2.25. Let { xi }i∈[n] be n i.i.d. samples
from a reasonably anti-concentrated distribution D (see Definition 2.23). Let µ′ be a degree-ϕ pseudo-
distribution such that ϕ ⩾ 4t and let uS be a fixed constant vector supported on |S| ≪ d coordinates. If
for all ℓ ∈ [t], Ẽµ′

[
∥v − uS∥2ℓ

2
]
⩽ γ2ℓ, then

Ẽµ′

[
1
n ∑

i∈[n]
p2
(
⟨xi, v⟩2

)]
⩽

1
n ∑

i∈[n]
p2
(
⟨xi, uS ⟩2

)
+ O

(
2O(t)c2tγ

)
,

where c2t is the hypercontractivity constant of D.

Next, we show that if instead, the re-weighting from Algorithm 5.2 outputs a pseudo-distribution
such that the pseudo-expectation of ∥v − uS∥2z

2z is small, we can invoke our sum-of-squares
certificate of anti-concentration with shifts from Section 4 to certify a bound on the box-indicator
polynomial.

Lemma 3.3 (Anti-Concentration with Shifts). Given ζ > 0, a pseudo-distribution µ of degree

t = Ω
(

log(d) · exp
(
1/ζ4)exp(1/ζ4)

)
, and a vector uS ∈ Rd supported on |S| coordinates for some

S ⊆ [d], let { xi }i∈[n] be a set of n points such that for all i ∈ [n], ⟨xi, uS ⟩2 ⩽ O(log(1/ζ)). Let q be
the polynomial from Theorem 4.1 with degree O(exp

(
1/ζ2)). If

Ẽµ

[
∥v − uS∥2z

2z
]
⩽ ζ2zẼµ

[
∥v − uS∥2z

2
]
,

for z = Ω
(
log(d) exp

(
1/ζ2)), then we have

Ẽµ

[
1
n ∑

i∈[n]
q2(⟨xi, v⟩)

]
⩽ ζ · Ẽµ

[
∥v − uS∥2

2
]
+

1
exp(1/ζ2)

Combining Lemmas 3.2 and 3.3, we can now obtain the following re-weighting statement:

Lemma 3.4 (Re-weighting certifies Anti-Concentration). Given 0 < δ < 1 and a degree t pseudo-
distribution µ over a vector valued indeterminate v ∈ Rd, there exists a re-weighting of µ, denoted by µ′

such that

Ẽµ′

[
∑

i∈[n]
wi

]
< δn,

if t = Ω
(

log(d)
(

exp
(
1/δ4)exp(1/δ4)

))
.

We defer the proofs of Lemmas 3.2 to 3.4 to subsequent sections. We are now ready to complete
the proof of our main Theorem 3.1 by inferring the existence of a sum-of-squares proof from
the existence of the re-weighting in Lemma 3.4. We note that such an implication is not true
in general, and we heavily exploit the structure of our re-weighting strategy in the following
proof.

Proof of Theorem 3.1. We proceed via contradiction. We begin by assuming there exists some
pseudo-distribution µ that witnesses an objective value that is large. We then re-weight this
pseudo-distribution to obtain µ′ such that this re-weighting fixes the objective value (up to small
perturbations). Crucially, the objective value is fixed, even when the pseudo-distribution is
re-weighted by significantly lower degree polynomials. Then, we use the iterative re-weighting
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scheme from Lemma 3.4 on µ′ to obtain a pseudo-distribution µ′′ which must have a low
objective value. Note, by fiat, the µ′ → µ′′ re-weighting cannot change the objective value too
much and this presents a contradiction.

Assume for the sake of contradiction that there exists some degree

t = Ω
(

log(d) ·
(

exp
(

1/δ4
)exp(1/δ4)

))

pseudo-distribution µ such that Ẽµ

[
∑i∈[n] wi

]
> δn. We now re-weight µ by

(
∑i∈[n] wi

n

)q
for

some q ⩾ Ω(t) to obtain µ′, which essentially fixes the value of ∑i∈[n] wi. It follows from
Lemma 5.3 that

Ẽµ′

[(
∑i∈[n] wi

n
− Ẽµ

[
∑i∈[n] wi

n

])2q
]
⩽ ε2q

(
Ẽµ

[
∑i∈[n] wi

n

])2q

. (13)

for ε as per that lemma. Next, it follows from Lemma 3.4 that there exists a re-weighting µ′′

of µ′ such that Ẽµ′′

[
∑i∈[n] wi

]
⩽ δn/10. Now, as we will see in Section 5, µ′ was constructed

by re-weighting µ iteratively by large powers of coordinates of v, and this process repeats

γ = O(exp
(
1/δ4)exp(1/δ2)) times. In particular, let µ → µ′ → µ1 → µ2 → . . . → µγ = µ′′ be

the intermediate re-weightings, where µℓ is obtained by picking a coordinate iℓ ∈ [d] such that
Ẽµℓ−1

[
v2t′

iℓ

]
⩾ ζt′Ẽµℓ−1

[
∥v∥2t′

]
where ζ = 1/ exp

(
1/δ2). Let S ⊂ [d] be the subset of indices

that are selected in this process and let z = ∏i∈S v2t′
i . Therefore,

Ẽµ′ [z] = Ẽµ′

[
∏
i∈S

v2t′
i

]
= Ẽµγ−1

[
v2t′

iγ

]
⩾ ζ2t′ . (14)

Next, since
{
∥v∥2 = 1

}
is a constraint in our constraint system, we have Ẽµ′

[
z2] ⩽ 1.

Combining these two observations, we note that

(
Ẽµ′′

[
∑

i∈[n]
wi − Ẽµ

[
∑

i∈[n]
wi

]])4q

⩽

Ẽµ′′

( ∑
i∈[n]

wi − Ẽµ

[
∑

i∈[n]
wi

])2q
2

=

(
Ẽµ′

[(
∑i∈[n] wi − Ẽµ

[
∑i∈[n] wi

])2q
z
])2

(
Ẽµ′ [z]

)2

⩽
n4q
(

Ẽµ′

[(
∑i∈[n] wi/n − Ẽµ

[
∑i∈[n] wi/n

])4q
])(

Ẽµ′
[
z2])(

Ẽµ′ [z]
)2

⩽ ε2q · n4q/ζ4t′

(15)

Taking the 4q-th root and setting ε = ζ/(10δ), we have

Ẽµ

[
∑

i∈[n]
wi

]
⩽ Ẽµ′′

[
∑

i∈[n]
wi

]
+ δn/10, (16)
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which is a contradiction. This allows us to conclude that for any degree-t pseudo-distribution
Ẽµ

[
∑i∈[n] wi

]
⩽ δn, and therefore

Aδ t
v,w

{
δn − ∑

i∈[n]
wi ⩾ 0

}
,

which concludes the proof.

3.1 Handling almost-sparse directions

In this subsection, we prove Lemma 3.2, restated for convenience.

Lemma 3.2 (Decomposing the box-indicator for almost-sparse directions). Given 1 > γ > 0, let
t ∈ N, and let p be the degree-2t polynomial from Definition 2.25. Let { xi }i∈[n] be n i.i.d. samples
from a reasonably anti-concentrated distribution D (see Definition 2.23). Let µ′ be a degree-ϕ pseudo-
distribution such that ϕ ⩾ 4t and let uS be a fixed constant vector supported on |S| ≪ d coordinates. If
for all ℓ ∈ [t], Ẽµ′

[
∥v − uS∥2ℓ

2
]
⩽ γ2ℓ, then

Ẽµ′

[
1
n ∑

i∈[n]
p2
(
⟨xi, v⟩2

)]
⩽

1
n ∑

i∈[n]
p2
(
⟨xi, uS ⟩2

)
+ O

(
2O(t)c2tγ

)
,

where c2t is the hypercontractivity constant of D.

Proof. We begin by recalling that by definition p2 is an even polynomial, and therefore we have

1
n ∑

i∈[n]
p2(⟨xi, v⟩) = 1

n ∑
i∈[n]

∑
j∈[t]

cj⟨xi, v⟩2j

= ∑
j∈[t]

cj

(
1
n ∑

i∈[n]
⟨xi, v⟩2j

) (17)

where for all j, |cj| ⩽ 2O(t) (Lemma 2.28). For each sample xi, consider the decomposition
⟨xi, v⟩ = ⟨xi, v − uS ⟩ + ⟨xi, uS ⟩. Consider the case where cj ⩾ 0. Now, using the binomial
theorem, for j ∈ [t], we have

⟨xi, v⟩2j = ⟨xi, uS ⟩2j +
2j

∑
ℓ=1

(
2j
ℓ

)
⟨xi, uS ⟩ℓ⟨xi, v − uS ⟩2j−ℓ

Then, summing over all i ∈ [n] and taking pseudo-expectation, we have,

Ẽµ′

[
1
n ∑

i∈[n]
⟨xi, v⟩2j

]

=
1
n ∑

i∈[n]
⟨xi, uS ⟩2j +

2j

∑
ℓ=1

(
2j
ℓ

)
Ẽµ′

[
1
n ∑

i∈[n]
⟨xi, uS ⟩ℓ⟨xi, v − uS ⟩2j−ℓ

]
︸ ︷︷ ︸

(18).1

(18)

Observe, for a fixed ℓ, the term in (18).1 is a scalar quantity (since we take pseudo-expectation
over µ′) and therefore, it suffices to bound the absolute value of this scalar. Recall, by pseudo-

Jensen’s, for any indeterminate x,
(

Ẽµ [x]
)2

⩽ Ẽµ

[
x2]. Therefore, for a fixed ℓ, we have
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(
Ẽµ′

[
1
n ∑

i∈[n]
⟨xi, uS ⟩ℓ⟨xi, v − uS ⟩2j−ℓ

])2

⩽ Ẽµ′

( 1
n ∑

i∈[n]
⟨xi, uS ⟩ℓ⟨xi, v − uS ⟩2j−ℓ

)2


⩽ Ẽµ′

[
1
n ∑

i∈[n]
⟨xi, uS ⟩2ℓ · 1

n ∑
i∈[n]

⟨xi, v − uS ⟩4j−2ℓ

]

=
1
n ∑

i∈[n]
⟨xi, uS ⟩2ℓ

︸ ︷︷ ︸
(19).(1)

Ẽµ′

[
1
n ∑

i∈[n]
⟨xi, v − uS ⟩4j−2ℓ

]
︸ ︷︷ ︸

(19).(2)

(19)

To bound term (19).(1), we use true hypercontractivity of the samples:

1
n ∑

i∈[n]
⟨xi, uS ⟩2ℓ ⩽ K2ℓ

(
1
n ∑

i∈[n]
⟨xi, uS ⟩2

)ℓ

= K2ℓ

(
u⊤
S

(
1
n ∑

i∈[n]
xix⊤i

)
uS

)ℓ

⩽ 2K2ℓ∥uS∥2ℓ
2 ⩽ 2K2ℓ,

(20)

where K2ℓ is the hypercontractivity constant.

To bound term (19).(2), we appeal to certifiable hypercontractivity of the uniform distribution
over the samples:

Ẽµ′

[
1
n ∑

i∈[n]
⟨xi, v − uS ⟩4j−2ℓ

]

⩽ K2ℓẼµ′

( 1
n ∑

i∈[n]
⟨xi, v − uS ⟩2

)2j−ℓ


= K2ℓẼµ′

((v − uS )
⊤
(

1
n ∑

i∈[n]
xix⊤i

)
(v − uS )

)2j−ℓ


⩽ 2K2ℓẼµ′

[
∥v − uS∥

4j−2ℓ
2

]
⩽ 2K2ℓγ

4j−2ℓ.

(21)

Combining equations (20) and (21), we have

|Ẽµ′

[
1
n ∑

i∈[n]
⟨xi, uS ⟩ℓ⟨xi, v − uS ⟩2j−ℓ

]
| ⩽ 2K2ℓγ

4j−2ℓ

Now we can bound the term (18).1 as follows:

∑
ℓ∈[2j]

(
2j
ℓ

)
|Ẽµ′

[
1
n ∑

i∈[n]
⟨xi, uS ⟩ℓ⟨xi, v − uS ⟩2j−ℓ

]
| ⩽ ∑

ℓ∈[2j]

(
2j
ℓ

)
4K2ℓγ

2j−ℓ

⩽ 4K2j22jγ

(22)
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Therefore, for any fixed j, we have

Ẽµ′

[
c2j

n ∑
i∈[n]

⟨xi, v⟩2j

]
=

c2j

n ∑
i∈[n]

⟨xi, uS ⟩2j + c2jηj,

where |ηj| ⩽ 4K2j22jγ. Summing over all j ∈ [t],

Ẽµ′

[
1
n ∑

i∈[n]
p2

γ(⟨xi, v⟩)
]
⩽

1
n ∑

i∈[n]
p2

γ(⟨xi, uS ⟩) + ∑
j∈[t]

c2jηj

⩽
1
n ∑

i∈[n]
p2

γ(⟨xi, uS ⟩) + 2O(t)Ktγ

(23)

3.2 Handling analytically dense directions

In this subsection, we prove Lemma 3.3, restated below for convenience.

Lemma 3.3 (Anti-Concentration with Shifts). Given ζ > 0, a pseudo-distribution µ of degree

t = Ω
(

log(d) · exp
(
1/ζ4)exp(1/ζ4)

)
, and a vector uS ∈ Rd supported on |S| coordinates for some

S ⊆ [d], let { xi }i∈[n] be a set of n points such that for all i ∈ [n], ⟨xi, uS ⟩2 ⩽ O(log(1/ζ)). Let q be
the polynomial from Theorem 4.1 with degree O(exp

(
1/ζ2)). If

Ẽµ

[
∥v − uS∥2z

2z
]
⩽ ζ2zẼµ

[
∥v − uS∥2z

2
]
,

for z = Ω
(
log(d) exp

(
1/ζ2)), then we have

Ẽµ

[
1
n ∑

i∈[n]
q2(⟨xi, v⟩)

]
⩽ ζ · Ẽµ

[
∥v − uS∥2

2
]
+

1
exp(1/ζ2)

We begin by showing that if the pseudo-expectation of the 2z-norm is bounded, then, the
pseudo-expectation of the 4 norm is bounded, even with additional vectors of the ℓ2

2 norm.

Lemma 3.5 ((2z, 2)-Hypercontractivity implies (4, 2)-Hypercontractivity). Given a pseudo-distribution
µ over a vector valued indeterminate v such that ∥v∥2 ⩽ 1, and an even integer z ⩾ 2 such that
Ẽµ

[
∥v∥2z

2z
]
⩽ λ2z · Ẽµ

[
∥v∥2z

2
]
, we have that for any integer k ⩾ 0,

Ẽµ

[
∥v∥2k

2 · ∥v∥4
4

]
⩽ λ2

(
Ẽµ

[
∥v∥2z

2
]
.
)1/z

Proof. We first use induction on z′ to prove
{
∥v∥4z′

4 ⩽ ∥v∥2z′+2
2z′+2 · ∥v∥2(z′−1)

2

}
for integers z′ ⩾ 1.

If z′ = 1, then this is trivial and when z′ = 2, we have

v

 ∥v∥8
4 =

(
∑

i∈[d]
v4

i

)2

=

(
∑

i∈[d]
v3

i · vi

)2

⩽

(
∑

i∈[d]
v6

i

)
·
(

∑
i∈[d]

v2
i

)
= ∥v∥6

6 · ∥v∥2
2

 ,
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where the inequality follows from Cauchy-Schwarz, and this completes the base case. For the
induction step, assume

{
∥v∥4z′

4 ⩽ ∥v∥2z′+2
2z′+2 · ∥v∥2(z′−1)

2

}
. Then, using the inductive hypothesis

v
{
∥v∥4z′+4

4 = ∥v∥4z′
4 · ∥v∥4

4 ⩽ ∥v∥2z′+2
2z′+2 · ∥v∥2(z′−1)

2 · ∥v∥4
4

}

We wish to prove this is at most ∥v∥2z′+4
2z′+4 · ∥v∥2z′

2 in SoS. For this, it suffices to prove

∥v∥2z′+2
2z′+2 · ∥v∥2(z′−1)

2 · ∥v∥4
4 ⩽ ∥v∥2z′+4

2z′+4 · ∥v∥2z′
2

∥v∥2z′+2
2z′+2 · ∥v∥4

4 ⩽ ∥v∥2z′+4
2z′+4 · ∥v∥2

2

∑
i ̸=j

v2z′+2
i · v4

j ⩽ ∑
i ̸=j

v2z′+4
i · v2

j

0 ⩽ ∑
i ̸=j

(v2z′+4
i · v2

j − v2z′+2
i · v4

j )

0 ⩽ ∑
i<j

(v2z′+4
i · v2

j + v2z′+4
j · v2

i − v2z′+2
i · v4

j − v2z′+2
j · v4

i )

In the first step, we dropped the power of ∥v∥2, and in the second step, we just expanded the
norms. The remaining steps are just rearranging the given expression. Therefore, it suffices to
prove that for each i < j, (v2z′+4

i · v2
j + v2z′+4

j · v2
i − v2z′+2

i · v4
j − v2z′+2

j · v4
i ) is SoS. But this is true

because

v2z′+4
i · v2

j + v2z′+4
j · v2

i − v2z′+2
i · v4

j − v2z′+2
j · v4

i

= (v2
i − v2

j )
2(v2z′

i v2
j + v2z′−2

i v4
j + . . . + v2

i v2z′
j )

which is clearly a sum of squares. We verify the last equality in the following display.

(v2
i − v2

j )
2(v2z′

i v2
j + v2z′−2

i v4
j + . . . + v2

i v2z′
j )

= (v2
i − v2

j )(v
2z′+2
i v2

j + . . . + v4
i v2z′

j − v2z′
i v4

j − . . . − v2
i v2z′+2

j )

= (v2
i − v2

j )(v
2z′+2
i v2

j − v2
i v2z′+2

j )

= v2z′+4
i · v2

j + v2z′+4
j · v2

i − v2z′+2
i · v4

j − v2z′+2
j · v4

i

as desired.

Now, we complete the proof. Using Fact 2.7, we have(
Ẽµ

[
∥v∥2k

2 · ∥v∥4
4

])z
⩽
(

Ẽµ

[
∥v∥2k

2 · ∥v∥4
4

])z−1

⩽ Ẽµ

[
∥v∥2k(z−1)

2 · ∥v∥4z−4
4

]
⩽ Ẽµ

[
∥v∥2z

2z · ∥v∥2(z−2)+2k(z−1)
2

]
⩽ Ẽµ

[
∥v∥2z

2z
]

⩽ λ2zẼµ

[
∥v∥2z

2
]

(24)

Taking zth roots completes the proof.

We can now complete the proof of our lemma, building upon Theorem 4.1, which certifies
anticoncentration of dense directions with shifts.
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Proof of Lemma 3.3. Since for all i ∈ [n], we know that ⟨xi, uS ⟩ ⩽ O(log(1/ζ)), it suffices to
consider the box indicator polynomial q2 corresponding to Theorem 4.1, with ∆2 = Θ(log(1/ζ)).
Recall, we know that

Ẽµ

[
∥v − uS∥2z

2z
]
⩽ η2zẼµ

[
∥v − uS∥2z

2
]
,

where η = 1/ exp
(
1/ζ4). Let k = exp(1/ζ4). It follows from Lemma 3.5 that for any ℓ ∈ [k],

Ẽµ

[
∥v − uS∥2ℓ

2 · ∥v − uS∥4
4

]
⩽ η. (25)

However, observe such a statement is not sufficient to invoke the axiom
{
∥v∥4

4 ⩽ λ∥v∥4
2
}

required to apply Theorem 4.1. Instead, writing out the guarantee of Theorem 4.1 (from Eq. (33)
with the formal substitution v = v − uS ) for some λ < 1/ exp

(
1/ζ4), we have

ζ∥v−uS∥2 − 1
n ∑

i∈[n]
q2(⟨xi, v − uS ⟩+ ⟨xi, uS ⟩) = sos(v−uS )+ z(v−uS )

(
λ∥v − uS∥4

2 − ∥v − uS∥4
4

)
(26)

Recall, z(v − uS ) = ∑a∈[exp(1/ζ2)] ca∥v − uS∥2a
2 (which we can see by tracking our proof of

Theorem 4.1), where |ca| ⩽ exp
(
1/ζ2), and thus using Eq. (25), we have

Ẽµ′

[
z(v − uS )∥v − uS∥4

4

]
= Ẽµ′

 ∑
a∈[exp(1/ζ2)]

ca∥v − uS∥2a
2

∥v − uS∥4
4


⩽ η · exp

(
2/ζ2) ⩽ 1/ exp

(
1/ζ3),

(27)

Similarly, since λ is small and ∥v − uS∥2 ⩽ 1, we can bound∣∣∣Ẽµ

[
z(v − uS )λ∥v − uS∥4

2

]∣∣∣ ⩽ 1/ exp
(
1/ζ3).

Taking pseudo-expectations on both sides in Eq. (26) and plugging in the above bounds we
have

Ẽµ

[
1
n ∑

i∈[n]
q2(⟨xi, v⟩)

]
⩽ ζ · Ẽµ

[
∥v − uS∥2]+ 1

exp(1/ζ2)
,

as desired.

3.3 Re-weightings to Refutation

In this subsection, we prove that given any pseudo-distribution µ we can find a re-weighting µ′

such that Ẽµ′

[
∑i∈[n] wi

]
⩽ δn, formally,

Lemma 5.1 (Re-weighting certifies Anti-Concentration). Given 0 < δ < 1 and a degree t pseudo-
distribution µ over a vector valued indeterminate v ∈ Rd, there exists a re-weighting of µ, denoted by µ′

such that

Ẽµ′

[
∑

i∈[n]
wi

]
< δn,

if t = Ω
(

log(d)
(

exp
(
1/δ4)exp(1/δ4)

))
.
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We proceed by case analysis, where we case on whether the re-weighting outputs a sparse vector
uS and pseudo-distribution µ′ for which pseudo-moment of ∥v − uS∥2

2 are small, or v − uS
is analytically dense, in the sense that Ẽµ

[
∥v − uS∥2z

2z
]

is small. In the first case, we invoke
Lemma 3.2 to appeal to anti-concentration of the sparse coordinates, and in the second case we
invoke the analytic sum-of-squares certificates from Lemma 3.3. We abstract out reweighting
analyses to later sections and utilize Theorem 5.1 in our proof.

Proof of Lemma 3.4. We assume the hypercontractivity constant K2ℓ ⩽ c2ℓ for a fixed con-

stant c, where ℓ ⩽ exp
(
1/δ2). Let µ be any degree-Ω

(
log(d) · exp

(
1/ζ4)exp(1/ζ4)

)
pseudo-

distribution that is consistent with Aδ. Then, we can appeal to Theorem 5.1 with parameters
δ = δ/2, k = 1/ exp

(
1/δ2), z = log(d)/ exp

(
1/δ2), η = 1/ exp

(
1/δ2) to obtain a re-weighted

pseudo-distribution µ′ and a vector uS supported on at most |S| = O(1/
(
δ4k+2η2)) coordinates.

We first consider the case where the resulting pseudo-distribution µ′ satisfies that for all y ∈ [k],

Ẽµ′

[
∥v − uS∥

2y
2

]
⩽ η.

Next, observe that p2(z2) ⩾ 1/2 for all z ∈ [−δ, δ] is a univariate inequality in a bounded
interval. Further, it follows from the constraints Aδ that w2

i ⟨xi, v⟩2 ⩽ wiδ
2 ⩽ δ2 and therefore,

invoking the univariate inequality with z = w2
i ⟨xi, v⟩2, and using Fact 2.10 we have

{ Aδ }
w2

i ⟨xi ,v⟩2 { 1
2
⩽ p2

(
wi⟨xi, v⟩2

) }
, (28)

and therefore,

Ẽµ′

[
1
n ∑

i∈[n]
wi

]
⩽ Ẽµ′

[
2
n ∑

i∈[n]
wi · p2

(
wi⟨xi, v⟩2

)]

⩽
1
n ∑

i∈[n]
p2
(
⟨xi, uS ⟩2

)
︸ ︷︷ ︸

(29).(1)

+δ,
(29)

where the last inequality follows from Lemma 3.2 and our choice of η ⩽ δ/
(

2O(ℓ)K2ℓ

)
that

makes the additive error small. Finally, we note that (29).(1) is bounded by δ since Fact 2.31 is a
univariate inequality in ⟨x, uS ⟩2 and thus admits a sum-of-squares proof.

Next, consider the alternative, where µ′ satisfies

Ẽµ′

[
∥v − uS∥2z

2z

]
⩽ (2δ)2z · Ẽµ′

[
∥v − uS∥2z

2
]

and Ẽµ′ [∥v − uS∥] ⩾ η.

It follows from Fact 2.22 that with for all but a δ-fraction of the samples xi, ⟨xi, uS ⟩2 ⩽ log(1/δ).
Conditioned on this event, we can partition the set of points xi into P ⊂ [n] such that

P =
{

i ∈ [n] | ⟨xi, uS ⟩2 ⩽ log(1/δ)
}

.

Then,

Ẽµ′

[
1
n ∑

i∈[n]
wi

]
⩽ Ẽµ′

[
1
n ∑

i∈P
wi

]
+

1
n
|[n] \ P| ⩽ Ẽµ′

[
1
n ∑

i∈P
wi

]
︸ ︷︷ ︸

(30).(1)

+δ, (30)
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and thus it suffices to bound term (30).(1). Recall, q is the polynomial from Theorem 4.1 with
degree O(exp

(
1/ζ2)). Using Eq. (28) again, we have

Ẽµ′

[
1
n ∑

i∈P
wi

]
⩽ Ẽµ′

[
1
n ∑

i∈P
wiq2

(
⟨xi, v⟩2

)]
⩽ O(δ), (31)

which follows from Lemma 3.3, since each point in P has a bounded shift.

Finally, in Appendix A, we will show how to bound the bit complexity of our SoS proofs. The
idea is to instantiate the identity for various carefully chosen w, v and then extract bounds on
the coefficients.

3.4 Certifying Anti-Concentration around a shift

We observe that we can execute the same proof as above to certify anti-concentration w.r.t. the
following set of constraints:

Aδ,ϕ =


∀i ∈ [n] w2

i = wi

∀i ∈ [n] wi

(
⟨xi, v⟩2 − ϕ

)
⩽ wiδ

2

∥v∥2
2 = 1

 (32)

Corollary 3.6 (Certifying Anti-Concentration around a shift). Given δ > 0, ϕ ⩾ 1, and n ⩾ n0

samples { x1, x2, . . . , xn } ⊆ Rd for some n0 ⩾ dt, sampled from a (δ, exp(1/δ2), O(1))-reasonably

anti-concentrated distribution D (Definition 2.23), let t = O
(

log(d)·ϕ
exp(δ4)

exp(1/δ2)

)
. Then, there is a degree-t

certificate of anti-concentration, i.e.

Aδ t
w,v

{
1
n ∑

i∈[n]
wi ⩽ δ

}
,

Proof. The proof is exactly the same as that of Theorem 3.1, with the modification that we use the
shifted version of p2, with the shift being ϕ. It follows from Theorem 4.1 that Ei∈[n]

[
p2
(
⟨xi, v⟩2 − ϕ

)]
⩽

δ as long as p2 has degree O(1/δ2 + ϕ).

4 Certifiable Anti-Concentration along analytically dense directions

We show that for reasonably anticoncentrated distributions, we can obtain a sum-of-squares
certificate of anti-concentration along analytically-dense directions, not necessarily centered
around the origin:

Theorem 4.1 (Anti-concentration certificates with bounded shifts). Let v be a vector such that
0 < ∥v∥2

2 ⩽ 1. Let { xi }i∈[n] be n iid samples from a distribution D which is reasonably anticoncentrated.

Let p2 be a degree t = O
(

log
(

1
δ +

ζ
δ

)
·
(

1
1/δ2 + ∆2

))
polynomial such that for all ζ2 ⩽ ∆2 and

λ ⩽ δ
(2t)4t∆t , {

∥v∥4
4 ⩽ λ∥v∥4

2

}
v
{

E
[
p2(⟨xi, v⟩ − ζ)

]
⩽ O(δ)∥v∥2

2

}
,
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Further, let D′ be a distribution such that ∥y∥2 ⩽ ∆ almost surely for all y ∼ D′ and let { yi }i∈[n] be n
iid samples from D′. Then,

{
∥v∥4

4 ⩽ λ∥v∥4
2

} {
1
n ∑

i∈[n]
p2(⟨xi, v⟩ − yi) ⩽ O(δ)∥v∥2

2

}
.

The rest of the section is devoted to proving this theorem and relies on the following strategy.

• In Lemmas 4.2-4.3, we first obtain a SoS certificate of anti-concentration along a dense
direction v that satisfies ∥v∥4

4 ⩽ λ∥v∥4
2. The analysis proceeds by utilizing an explicit

polynomial p2 that approximates the box-indicator, and is inspired by [KNS10].

• In Theorem 4.6, we show that given a sufficiently ℓ4-dense direction, we can obtain a
certificate of anti-concentration around a point that need not be the origin.

We can re-write the final conclusion above as the following polynomial identity:

δ∥v∥2 − 1
n ∑

i∈[n]
p
(
⟨xi, v⟩2 − yi

)
= sos(v) + z(v)

(
λ∥v∥4

2 − ∥v∥4
4

)
(33)

where sos(v), z(v) are sum-of-squares polynomials, p2 has degree t = O
(

log
(

1
δ +

ζ
δ

)
·
(

1
1/δ2 + ∆2

))
and λ ⩽ δ

(2t)4t∆t . Further, z(v) is explicit in our proof of Theorem 4.1.

4.1 Anti-concentration certificates along dense directions

The goal of this section is to obtain a SoS certificate of anti-concentration along the direction v
that satisfies ∥v∥4

4 ⩽ λ∥v∥4
2. Our approach is to get a lower and upper bound on all ’monomials’,

i.e. E
[
⟨x, v⟩2k

]
and then compute an explicit polynomial p2 that approximates the box-indicator.

Lemma 4.2 (Lower Bound on 2k-th Moment). Let d/2 ⩾ k ⩾ 2 and let x ∼ D, where D is
a reasonably anticoncentrated distribution. Further, for any set S ⊂ [d] such that |S| = k, denote
E
[
∏i∈S x2

i
]
= Φk. Let v ∈ Rd be such that ∥v∥4

4 ⩽ λ∥v∥4
2 for some λ ∈ (0, 2/k2). Then,{

∥v∥4
4 ⩽ λ∥v∥4

2

}
4k
v
{

E
[
⟨x, v⟩2k

]
⩾
(
(2k)!
2kk!

)
· Φk

(
1 − (k − 1)λ

2

)
∥v∥2k

2

}
.

Next, we consider the upper bound certificate. We show that such a certificate holds whenever
the distribution we consider is reasonably anticoncentrated.

Lemma 4.3 (Upper Bound on 2k-th Moment). Let k ⩾ 2 and let x ∼ D where D is a reasonably
anticoncentrated distribution. Let v ∈ Rd be such that ∥v∥4

4 ⩽ λ∥v∥4
2 for some λ ∈ (0, 1/(kkck

k)).
Then, {

∥v∥4
4 ⩽ λ∥v∥4

2

}
4k
v
{

E
[
⟨x, v⟩2k

]
⩽
(
(2k)!
2kk!

)(
1 +

(
λck−2

k kk
))

∥v∥2k
2

}
.

We prove these lemmas in the subsequent sections.

4.1.1 Warmup: The case of independent coordinates

In this section, as a warmup, we consider the case when the xis are independent with mean 0
and variance 1 and prove the bounds from the previous section. To this end, we obtain lower
and upper bounds on the 2kth moments in Lemma 4.4 and Lemma 4.5 respectively.
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We first obtain a lower bound on E
[
⟨x, v⟩2k

]
that is captured by sos. The proof is inspired by

Lemma 2.6 in Kindler, Naor and Schechtman [KNS10].

Lemma 4.4 (Lower Bound on 2k-th moment). Let d/2 ⩾ k ⩾ 2 and let {xi}i∈[d] be d iid random
variables with mean 0 and variance 1. Let v ∈ Rd be such that ∥v∥4

4 ⩽ λ∥v∥4
2 for some λ ∈ (0, 2/k2).

Then, {
∥v∥4

4 ⩽ λ∥v∥4
2

}
4k
v
{

E
[
⟨x, v⟩2k

]
⩾
(
(2k)!
2kk!

)(
1 − k(k − 1)λ

2

)
∥v∥2k

2

}
Proof. For ease of notation in this proof, denote by wi := xivi for i ⩽ d. Using the substitution
rule, we have

4k
v
{

E
[
⟨x, v⟩2k

]
= ∑

ℓ1,...ℓd∈Z⩾0
ℓ1+...+ℓd=k

(2k)!
∏j∈[d](2ℓj)!

E

[
∏
i∈[d]

w
2ℓj
j

]
⩾
(
(2k)!

2k

) ∑
S⊂[n]
|S|=k

∏
j∈S

E
[
w2

j

]
}

, (34)

where the inequality follows from only summing over terms for which ℓj ⩽ 1 for all j ∈ [d]. On
the other hand, using the substitution rule and E[w2

j ] = E[x2
j v2

j ] = v2
j , we have

4k
v
{
∥v∥2k

2 =

∑
j∈[d]

E
[
w2

j

]k

= ∑
ℓ1,...,ℓd∈Z⩾0
ℓ1+...+ℓd=k

k!
∏j∈[d] ℓj!

∏
j∈[d]

(E
[
w2

j

]
)ℓj

}
. (35)

We split the term above into terms where all the ℓj’s are at most 1 and the terms where at least
one ℓj is at least 2, to get
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}
.

(36)

Let us focus on upper bounding the second term above. Observe, the inner summation is
independent of j and thus
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}
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(37)

We now bound each of these terms above as follows: using the bound on the ℓ4
4 norm, along

with E
[

x2
j

]
= 1,

{
∥v∥4

4 ⩽ λ∥v∥4
2

}
4
v
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(E
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]
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 , (38)

29
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2

}
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Combining the above, we conclude
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{
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Together with (34), we obtain the result.

A similar proof technique can be used for the upper bound.

Lemma 4.5 (Upper Bound on 2k-th Moment). Let k ⩾ 2 and let {xi}i∈[d] be d iid random variables
drawn from a distribution D with mean 0 and variance 1 that is (ck, k)-certifiably hypercontractive. Let
v ∈ Rd be such that ∥v∥4

4 ⩽ λ∥v∥4
2 for some λ ∈ (0, 1/(kkck

k)). Then,{
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4 ⩽ λ∥v∥4
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}
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.

Proof. The proof is similar to the proof of Lemma 4.4. We have
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(41)

To bound the first term, we use E
[

x2
j v2

j

]
= E

[
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j

]
v2

j = v2
j to get
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 , (42)

and therefore the first term is at most (2k)!
2kk! ∥v∥2k

2 . As for the second term, we will use the
following argument. By hypercontractivity of the true samples (see Definition 2.18), we have
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(43)

and thus
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Finally, we also use ∑j∈[d] v4
j ⩽ λ∥v∥4

2. Combining the equations above,
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]
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2

}
, (45)

which concludes the proof.

4.1.2 Proofs of Lemma 4.2 and Lemma 4.3

Using the same techniques from the previous section, we can complete the proof of Lemma 4.2
and Lemma 4.3.

Lemma 4.2 (Lower Bound on 2k-th Moment). Let d/2 ⩾ k ⩾ 2 and let x ∼ D, where D is
a reasonably anticoncentrated distribution. Further, for any set S ⊂ [d] such that |S| = k, denote
E
[
∏i∈S x2

i
]
= Φk. Let v ∈ Rd be such that ∥v∥4

4 ⩽ λ∥v∥4
2 for some λ ∈ (0, 2/k2). Then,{
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}
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· Φk

(
1 − (k − 1)λ

2
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2

}
.

Proof of Lemma 4.2. Using the multinomial theorem and substitution rule, we have
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]
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(46)

Now, consider the monomials that appear with at least 1 odd term above. We can represent

them as a product of squares as and a product of literals as follows: ∏i∈T xi ∏j∈[d] x
2ℓj
j , where

T ⊆ [d] such that |T| ⩽ k, and ℓj ∈ Z⩾0. Since K is unconditional, we know the expectation of
this monomial under any signing of the coordinates remains the same. Let ζ ∈ { −1, 1 }d be
such that for some i∗ ∈ T , ζi∗ = −sign(xi∗) and for all i ̸= i∗ ∈ T , ζi∗ = sign(xi∗). Then,

E
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x
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x
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Therefore, we can conclude that all terms appearing with at least one odd power must be 0.
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Now,
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(47)

Again, using the substitution rule, we have
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}
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We again split the term above into terms where all the ℓj’s are at most 1 and the terms where at
one ℓj is at least 2 to get,
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In the second term, the inner summation is independent of j, so
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To bound the second term above, we use
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to conclude{
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Therefore,
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Using the notation Φk = E
[
∏j∈S x2

j

]
for any set S ⊂ [d] of size k and rearranging,
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Lemma 4.3 (Upper Bound on 2k-th Moment). Let k ⩾ 2 and let x ∼ D where D is a reasonably
anticoncentrated distribution. Let v ∈ Rd be such that ∥v∥4

4 ⩽ λ∥v∥4
2 for some λ ∈ (0, 1/(kkck

k)).
Then, {
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Proof of Lemma 4.3. Let i1, i2, . . . , it ⊂ [d] and let ℓ1, ℓ2, . . . , ℓt ∈ Z⩾1 such that ∑j∈[t] ℓj = k.

Setting f (xi1) = x2ℓ1
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Repeating the argument above t times, we can conclude E
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Then,
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(54)

The rest of the argument is identical to Lemma 4.5.

4.2 Anti-Concentration Certificates with shifts.

Next, we show that given a sufficiently ℓ4-dense direction, we can obtain a certificate of anti-
concentration around a point that need not be the origin. Here, we use an explicit construction
for the box indicator polynomial, as defined in Section 2.4.

Theorem 4.6 (Certificates with Shifts). Let v be a vector -valued indeterminate. Given a distribution
D which is reasonably anticoncentrated and given a shift ζ > 0, if λ ⩽ δ

(2d)4dζd ,{
∥v∥4

4 ⩽ λ∥v∥4
2

} {
E
[
p2(⟨x, v⟩ − ζ)

]
⩽ O(δ)∥v∥2

2

}
,

where p2(z) is a degree t = O
(

log
(

1
δ +

ζ
δ

)
·
(

1
1/δ2 + ζ2

))
polynomial.

In order to prove this theorem, we first show that p2 is anticoncentrated around the shift when
the input distribution is Gaussian. Then we show that sufficiently ℓ4 dense directions have
low-degree moments that concentrate around those of a Gaussian, which suffice to prove the
aforementioned theorem.

Now, we are ready to provide a proof of the multi-variate inequality. At a high level, we reduce
to the univariate inequality and then appeal to the fact that every univariate inequality has a
sum-of-squares proof.
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Proof of Theorem 4.6. Let q
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〉
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)
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Observe, when x ∼ N (0, Σ), Σ†/2x has variance 1 in every direction that lies in the span of Σ,
and further by rotational invariance of Gaussians,
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(55)

Therefore, Ex∼N (0,Σ)
[
q
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〉
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is a polynomial in the formal variable ∥v∥2 and using
Theorem 2.30, we have,
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2 (56)

Since the aforementioned inequality is a univariate polynomial in ∥v∥2, invoking Fact 2.10, we
have
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)]

⩽ O(δ)∥v∥2t
2

}
Now, we reduce to the Gaussian certificate by bounding each low-degree moment, when the
samples are drawn from a distribution D. We begin with invoking Lemma 4.2, for all k ∈ [t],
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Similarly, invoking Lemma 4.3, for all k ∈ [t],
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Since each moment is tightly concentrated around the k-th moment of a Gaussian, we expand
q2 in it’s monomial basis and bound each term :

E
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ζ j
(57)

where each |ĉi,j| ⩽ 2O(t). Note that we know the coefficients ci,j apriori and can invoke the
appropriate upper bound from above for each of the terms in the expansion. Therefore, we have{
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{
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Recall, λ ⩽ δ
(cdd)4dζd , and thus both terms above can be upper bounded by O(δ), completing the

proof.

34



4.3 Proof of Theorem 4.1

Now, we have all the tools we need to finish the proof of Theorem 4.1, restated for convenience.

Theorem 4.1 (Anti-concentration certificates with bounded shifts). Let v be a vector such that
0 < ∥v∥2

2 ⩽ 1. Let { xi }i∈[n] be n iid samples from a distribution D which is reasonably anticoncentrated.

Let p2 be a degree t = O
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·
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polynomial such that for all ζ2 ⩽ ∆2 and
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Further, let D′ be a distribution such that ∥y∥2 ⩽ ∆ almost surely for all y ∼ D′ and let { yi }i∈[n] be n
iid samples from D′. Then,
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Proof. We know that with probability at least 99/100, for all ζ ∈ [−∆, ∆], we have

1
n ∑

i∈[n]
p2(gi − ζ) ⩽ O(δ) (59)

Observe,
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where the last inequality follows from invoking Equation (59) for ζ = y. To complete the proof,
observe, we can repeat the analysis in the proof of Theorem 4.6, where we showed that the
precondition ∥v∥4

4 ⩽ λ∥v∥2
2 implies the low-degree moments of ⟨xi, v⟩ are within tiny additive

error of those of a Gaussian.

5 Reweighting Pseudo-distributions over the sphere

In this section, we show that given a pseudo-distribution µ over a vector valued indeterminate
v ∈ Rd, there exists a re-weighted pseudo-distribution µ′ and a fixed vector uS supported on a
small subset of coordinates S ⊂ [d] such that either the vector v − uS is analytically dense or all
the low-degree moments of ∥v − uS∥ are bounded in pseudo-expectation.

Theorem 5.1 (Re-weighting pseudo-distributions over the sphere). Let k, d ∈ N and δ, η > 0,
let z ∈ N ⩾ log(d) and t = O(z/(η2δ4k+2)). Let µ be a degree-t pseudo-distribution over the vector
valued indeterminate v ∈ Rd satisfying ∥v∥2

2 = 1. Then, Algorithm 5.2 outputs a re-weighted pseudo-
distribution µ′ and a fixed constant uS , supported on a subset S ⊂ [d] of size at most O(1/(δ4k+2η2))

and satisfies one of the following:
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1. Hypercontractivity at non-trivial scale:

Ẽµ′

[
∥v − uS∥2z

2z

]
⩽ (2δ)2z · Ẽµ′

[
∥v − uS∥2z

2

]
and Ẽµ′

[
∥v − uS∥2k

2

]
> η,

2. Bounded pseudo-moments of the norm: ∀y ∈ [k],

Ẽµ′

[
∥v − uS∥

2y
2

]
⩽ η. (60)

Algorithm 5.2 (Re-Weighting Pseudo-Distributions).

Input: Integers z, k,∈ N and 0 < η, δ < 1. A degree-ϕ pseudo-distribution over a vector
valued indeterminate v ∈ Rd satisfying the constraint ∥v∥2 = 1, such that z ⩾ log(d)
and ϕ = Ω

(
z/δ4k+2η2).

Operation:

1. Let uS = 0, v(0) = v and µ0 = µ. Let L = O(1/(δ4k+2η2)).

2. For ℓ ∈ [L],

(a) If ∀y ∈ [k], Ẽµ

[
∥v(ℓ−1)∥2y

2

]
⩽ η or Ẽµ

[
∥v(ℓ−1)∥2z

2z

]
⩽ (2δ)2zẼµ

[
∥v(ℓ−1)∥2z

2

]
,

stop.

(b) Else, find a coordinate iℓ ∈ [d] such that

Ẽµℓ−1

[(
v(ℓ−1)

iℓ

)2z
]
> δ2z · Ẽµℓ−1

[
∥v(ℓ−1)∥2z

2

]
.

(c) Compute a re-weighted pseudo-distribution µℓ such that Lemma 5.4 is
satisfied.

(d) Set v(ℓ) = v(ℓ) − Ẽµℓ
[viℓ ] and uS = uS + Ẽµℓ

[viℓ ].

Output: A re-weighted pseudo-distribution µ′ and a fixed constant uS ∈ Rd supported on
at most O(1/δ4k+2η2) coordinates such that the conclusion of Theorem 5.1 holds.

We will prove this theorem in the rest of the section. But first, we need a few technical ingredients,
starting with the following re-weighting lemma from Barak, Kothari and Steurer [BKS17]:

Lemma 5.3 (Scalar Reweighting, Lemmas 6.1, 6.3 [BKS17]). Given t ∈ N let µ be a pseudo-
distribution over R and z be an indeterminate such that Ẽµ

[
z2] ⩾ 1 and

{
z2 ⩽ ∆2 }, for some ∆ ⩾ 1.

Given ε > 0, there is a degree-
(
ct log(∆)/ε2) re-weighting of µ, for a fixed constant c ⩾ 1, denoted by

µ′ such that

1. Fixing the moments: For some m ∈ R be such that |m| ⩾
√

Ẽµ′ [z2],

Ẽµ′

[
(z − m)2t

]
⩽ ε2tm2t,

2. Concentration :
(1 + ε)m ⩾ Ẽµ′ [z] ⩾ (1 − ε)m.
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We note that the last inequality above follows from observing that by Holder’s inequality for
pseudo-distributions, (

Ẽµ′ [z − m]
)2t

⩽ Ẽµ′

[
(z − m)2t

]
⩽ ε2tm2t,

where the last inequality follows from property (2) in Lemma 5.3. Taking the 2t-th root implies
Ẽµ′ [z] = (1 ± ε)m. Next, we prove the following lemma that shows that we can fix each
coordinate, given that a large enough pseudo-moment of the coordinate is non-trivially large.

Lemma 5.4 (Key Coordinate Re-weighting Lemma). Let µ be a degree-ϕ pseudo-distribution over
v ∈ Rd satisfying

{
∥v∥2 ⩽ 1

}
and let t ∈ N. Further, assume Ẽµ

[
∥v∥2k

2
]
⩾ ∆ and that there exists

an i ∈ [d] and k ∈ N such that Ẽµ

[
v2k

i
]
⩾ δkẼµ

[
∥v∥2k

2
]
. Given ε > 0, there exists a re-weighting of

µ, denoted by µ′ such that

1.
(

Ẽµ′ [vi]
)2

⩾ (1 − ε)8δ
(

Ẽµ

[
∥v∥2k

2
])1/k

, and,

2. Ẽµ′

[(
vi − Ẽµ′ [vi]

)2t
]
⩽ ε2t

(
Ẽµ′ [vi]

)2t
,

3. ∀ℓ ∈ [k], let q be the smallest power of 2 larger than 2ℓ. Then, Ẽµ′
[
v2ℓ

i
]
⩾ (1 − ε)8δq∆.

assuming ϕ ⩾
(
ck +

(
ct log

( 1
δ∆

))
/
(
ε2δ2)), for a large enough fixed constant c.

Proof. First, we consider the case where k = 1, i.e. Ẽµ

[
v2

i
]
⩾ δẼµ

[
∥v∥2

2
]
⩾ δ∆. Then, consider

the indeterminate zi =
vi√
δ∆

. We have

Ẽµ

[
z2

i
]
=

Ẽµ

[
v2

i
]

δ∆
⩾ 1, (61)

where the inequality follows from our assumption. Further, since
{
∥v∥2 ⩽ 1

}
4
v { v2

i ⩽ 1
}

, for
all i ∈ [d], we obtain the following: {

z2
i ⩽

v2
i

δ∆
⩽

1
δ∆

}
. (62)

Invoking Property (1) in Lemma 5.3, since µ has degree at least Ω(t log(1/δ∆)/ε2), we have

Ẽµ′

[(
vi − Ẽµ [vi]

)2t
]
⩽ ε2tẼ [vi]

2t, (63)

as desired. Further, using Property (2) in Lemma 5.3, we have(
Ẽµ′ [vi]

)2
⩾ (1 − ε)2

Ẽµ′
[
v2

i
]
⩾ (1 − ε)2

Ẽµ

[
v2

i
]
⩾ (1 − ε)2δẼµ

[
∥v∥2

2
]
, (64)

where the second inequality follows from Fact 2.16 and the last inequality follows from the
definition of the i-th coordinate.

Now, consider the case where k > 1 and the indeterminate vk
i

δk/2
√

∆
. Again, by assumption, we

have
Ẽµ [v2k

i ]
δk∆ ⩾ 1. Further,

{
v2k

i
δk∆ ⩽ 1

δk∆

}
. Using Property (2) in Lemma 5.3, and recalling that

k is even, we can set m =
√

Ẽµ1

[
v2k

i

]
and obtain a re-weighting µ1 of µ such that

Ẽµ1

[
vk

i

]
⩾ (1 − ε)

√
Ẽµ1

[
v2k

i

]
⩾ (1 − ε)

√
Ẽµ

[
v2k

i

]
⩾ (1 − ε)

(
δk/2

√
∆
)

, (65)
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where the second inequality follows from invoking Fact 2.16 and the last inequality follows
from our assumption about coordinate i. Further, for all even ℓ ∈ [k, 2k − 2], we have

Ẽµ1

[
vℓi
]
⩾ Ẽµ1

[
v2k

i

]
⩾ Ẽµ

[
v2k

i

]
⩾ δk∆, (66)

where the first inequality follows from the fact that
{
∥v∥2 ⩽ 1

}
2
v {

v2
i ⩽ 1

}
, the second

follows from Fact 2.16 and the last one follows from our assumption on coordinate i.

We then repeat this argument by considering the indeterminate vk/2
i

(δk∆)
1/4 , and obtain a pseudo-

distribution µ2 which is a re-weighting of µ1 such that

Ẽµ2

[
vk/2

i

]
⩾ (1 − ε)

√
Ẽµ1

[
vk

i

]
⩾ (1 − ε)1.5δk/4∆1/4, (67)

where the last inequality follows from plugging in the lower bound in Equation (65). Further,
for all even ℓ ∈ [k/2, k]

Ẽµ2

[
vℓi
]
⩾ Ẽµ2

[
vk

i

]
⩾ Ẽµ1

[
vk

i

]
⩾ (1 − ε)

(
δk/2

√
∆
)

, (68)

where the first inequality follows from
{
∥v∥2 ⩽ 1

}
, the second follows from Fact 2.16 and the

last follows from Equation (65).

Repeating this argument L = O(log(k)) times, we obtain a pseudo-distribution µL such that

ẼµL

[
v2

i
]
⩾ (1 − ε)4δ∆1/k. (69)

Since we can set ε < 0.01, we can invoke the argument for the case of k = 1, and conclude

ẼµL

[(
vi − Ẽµ [vi]

)2t
]
⩽ ε2t

(
Ẽµ [vi]

)2t
,

and (
ẼµL [vi]

)2
⩾ (1 − ε)8δ

(
Ẽµ

[
∥v∥2k

2

])1/k
. (70)

Finally, for all ℓ ∈ [k], let q be the next largest power of two. Then,

ẼµL

[
vℓi
]
⩾ (1 − ε)4δq/2∆. (71)

Setting µ′ = µL concludes the proof.

Next, we also need the following lemma to show that if the 2z-th pseudo-moment of each
coordinate is bounded, then the ℓ2z

2z-norm of the resulting vector must be bounded, as long as
z ⩾ log(d).

Lemma 5.5 (Bounded Coordinates Implies z to 2 Hypercontractivity). Given d ∈ N, let z ⩾
log(d) and let µ be a degree 2z pseudo-distribution on a d-dimensional vector valued indeterminate v. If
for all i ∈ [d], Ẽµ

[
v2z

i
]
⩽ δ2zẼµ

[
∥v∥2z

2
]
, then Ẽµ

[
∥v∥2z

2z
]
⩽ (2δ)2zẼµ

[
∥v∥2z

2

]
.

Proof. Summing over all i ∈ [d], using the hypothesis, we have

Ẽµ

[
∥v∥2k

2k

]
= ∑

i∈[d]
Ẽµ

[
v2k

i

]
⩽ dδ2zẼµ

[
∥v∥2z

2
]
⩽ (δ)2z d

22z Ẽµ

[
∥v∥2z

2
]
⩽ (2δ)2z

Ẽµ

[
∥v∥2z

2
]
,

which concludes the proof.
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Next, we show that a re-weighting that fixes the variance of a coordinate continues to remain
fixed under further re-weightings, as long as the the resulting re-weighting polynomial has
non-trivial pseudo-expectation and is mildly hypercontractive.

Lemma 5.6 (Variance remains small in subsequent re-weightings). Let µ be a pseudo-distribution of
degree ⩾ t a d-dimensional vector valued indeterminate v satisfying

{
∥v∥2

2 ⩽ 1
}

and for some i ∈ [d]

let Ẽµ

[(
vi − Ẽµ [vi]

)2t
]
⩽ ε2t for all t ∈ [k]. Suppose that for some δ > 0, there exists a coordinate,

j ∈ [d] such that Ẽµ

[
v2k

j

]
⩾ δ2kẼµ

[
∥v∥2k

2
]

and let µ′ be a re-weighting of µ satisfying the guarantees

of Lemma 5.4. Then, for t = Ω
(

k · log
(

Ẽµ

[
∥v∥2k

2
]))

, we have

Ẽµ′

[(
vi − Ẽµ [vi]

)]2
⩽ ε2/δ2.

Proof. Recall, by definition, the re-weighting polynomial can be assumed to be v2k
j , i.e.

Ẽµ′

[(
vi − Ẽµ [vi]

)]2
=

 Ẽµ

[(
vi − Ẽµ [vi]

)
v2k

j

]
Ẽµ

[
v2k

j

]
2

⩽
Ẽµ

[(
vi − Ẽµ [vi]

)2t
] 1

t

· Ẽµ

[
v

2kt
t−1
j

]2− 2
t

Ẽµ

[
v2k

j

]
⩽ ε2 · Ẽµ [vi]

2 · Ẽµ

[
v2k

j

]− 2
t

⩽ ε2
(

δ2kẼµ

[
∥v∥2k

2

])−2/t
Ẽµ [vi]

2,

(72)

where the first inequality follows from applying Hólder’s inequality for psuedo-distributions,
and the last inequality follows from out assumption on vj. Plugging in t = Ω

(
kẼµ

[
∥v∥2k

2
])

yields the claim.

Using these lemmas, we are ready to prove our main theorem on reweighting, restated for
convenience.

Theorem 5.1 (Re-weighting pseudo-distributions over the sphere). Let k, d ∈ N and δ, η > 0,
let z ∈ N ⩾ log(d) and t = O(z/(η2δ4k+2)). Let µ be a degree-t pseudo-distribution over the vector
valued indeterminate v ∈ Rd satisfying ∥v∥2

2 = 1. Then, Algorithm 5.2 outputs a re-weighted pseudo-
distribution µ′ and a fixed constant uS , supported on a subset S ⊂ [d] of size at most O(1/(δ4k+2η2))

and satisfies one of the following:

1. Hypercontractivity at non-trivial scale:

Ẽµ′

[
∥v − uS∥2z

2z

]
⩽ (2δ)2z · Ẽµ′

[
∥v − uS∥2z

2

]
and Ẽµ′

[
∥v − uS∥2k

2

]
> η,

2. Bounded pseudo-moments of the norm: ∀y ∈ [k],

Ẽµ′

[
∥v − uS∥

2y
2

]
⩽ η. (60)
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Proof. We iteratively re-weight the pseudo-distribution till either the norm of the resulting
vector is tiny, or we have fixed all the large coordinates in v and the resulting vector is ℓ2z→2-
hypercontractive. Let µ0 = µ be a pseudo-distribution that is consistent with the program
defined in Equation (12). Let z = 2 log(d), and consider the case where for all i ∈ [d], Ẽµ0

[
v2z

i
]
⩽

δ2zẼµ0

[
∥v∥2z

2
]
. Then, it follows from Lemma 5.5, that

Ẽµ0

[
∥v∥2z

2z
]
⩽ (2δ)2z

Ẽµ0

[
∥v∥2z

2
]
, (73)

and therefore the claim follows from setting S = { ∅ }, and vS = 0.

Otherwise, we know there exists some coordinate i1 ∈ [d] such that Ẽµ0

[
v2z

i1

]
> δ2zẼµ0

[
∥v∥2z

2
]
.

We can then apply Lemma 5.4 to obtain a re-weighted pseudo-distribution µ1 such that

Ẽµ1 [vi1 ]
2 ⩾ (1 − ε)4δ

(
Ẽµ1

[
∥v∥2z])1/z

⩾ δ2Ẽµ1

[
∥v∥2

2
]

(74)

and the last inequality follows from setting ε to be appropriately small and invoking Fact 2.7.

Now, consider the vector of indeterminates v(1) = v − Ẽµ1 [vi1 ]. More generally, we use the no-

tation v(ℓ) = v − Ẽµ1 [vi1 ]− Ẽµ2

[
v(1)i2

]
− . . . − Ẽµℓ

[
v(ℓ−1)

iℓ

]
to denote the residual indeterminate

after ℓ iterations.

Throughout the re-weighting process, we assume that for some y ∈ [k], v(ℓ) satisfies Ẽµℓ

[∥∥∥v(ℓ)
∥∥∥2y

2

]
⩾

η, otherwise we simply stop since condition (2) holds. We show that this process must terminate
since all the pseudo-moments of the ℓ2 norm are decreasing monotonically.

Consider the first step of this process. For any y ∈ [k],

Ẽµ1

[∥∥∥v(1)
∥∥∥2y

2

]
= Ẽµ1

[(
∑
i ̸=i1

v2
i +

(
vi1 − Ẽµ1 [vi1 ]

)2
)y]

= Ẽµ1

[(
∥v∥2 +

(
vi1 − Ẽµ1 [vi1 ]

)2
− v2

i1

)y]
⩽ Ẽµ1

[(
∥v∥2 − v2

i1

)y
]
+ y Ẽµ1

[(
vi1 − Ẽµ1 [vi1 ]

)2(
∥v∥2 − v2

i1

)2y−2
]

︸ ︷︷ ︸
(75).1

+ Ẽµ1

[(
vi1 − Ẽµ1 [vi1 ]

)2y
]

︸ ︷︷ ︸
(75).2

⩽ Ẽµ1

[(
∥v∥2 − v2

i1

)y
]
+ yẼµ1

[(
vi1 − Ẽµ1 [vi1 ]

)4
]1/2

Ẽµ1

[
∥v∥2]+ ε2yẼµ1 [vi]

2y

⩽ Ẽµ1

[
∥v∥2y]− Ẽµ1

[
v2y

i1

]
+ yε2Ẽµ1 [vi1 ]

2 + ε2yẼµ1 [vi1 ]
2y.

(75)

where the first inequality follow from the fact that
{
(a + b)2t ⩽ a2t + 2tba2t−1 + b2t }, the

second inequality follows from applying SoS Cauchy-Schwarz to term (75).1 and using property
(2) from Lemma 5.4 to bound term (75).2. The last inequality follows from using property (2)
again and invoking Fact 2.17.

It follows from the constraint that ∥v∥2
2 = 1 and Hölder’s inequality for pseudo-distributions

that Ẽµ1 [vi1 ]
2 ⩽ Ẽµ1

[
v2

i1

]
⩽ 1 and similarly Ẽµ1 [vi1 ]

2y ⩽ Ẽµ1

[
v2y

i1

]
⩽ Ẽµ1

[
∥v∥2y

2

]
. Further, by

Lemma 5.4,
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Ẽµ1

[
v2y

i1

]
⩾ (1 − ε)4δ2y

(
Ẽµ

[
∥v∥2y

2

])
.

Combining these bounds and recalling the constraint that ∥v∥2
2 = 1, we have

Ẽµ1

[∥∥∥v(1)
∥∥∥2y

2

]
⩽ Ẽµ

[
∥v∥2y

2

]
− (0.99δ2y − ε2y)Ẽµ1

[
∥v∥2y

2

]
+ εy

⩽ 1 − 0.9δ2y.
(76)

where the last inequality follows from setting ε ≪ δ2y/y. Therefore, in a single iteration of the
re-weighting we have made progress.

Assuming the iterative process does not halt due to either the norm becoming small or the
vector satisfying ℓ2z→2-hypercontractivity, we show that in each subsequent iteration, the norm
of the residual vector decreases additively. Consider the ℓ-th iteration: repeating a similar
argument to Equation (75), we have

Ẽµℓ

[
∥v(ℓ)∥2y

]
= Ẽµℓ

[(
∥v(ℓ−1)∥2 +

(
viℓ − Ẽµℓ

[viℓ ]
)2

− v2
iℓ

)2y
]

⩽ Ẽµℓ

[
∥v(ℓ−1)∥2y

2

]
︸ ︷︷ ︸

(77).(1)

−Ẽµℓ

[
v2

iℓ

]2y
+ yε2Ẽµ1 [vi1 ]

2 + ε2yẼµℓ
[viℓ ]

2y
(77)

We now unroll the indeterminate v(ℓ−1), and show that at each step, the variance (and higher
moments) of all the coordinates fixed in previous steps remains bounded. Focusing on Term
(77).(1), it suffices to show that for any m ∈ [1, ℓ], we have:

Ẽµℓ

[∥∥∥v(ℓ−m)
∥∥∥2y
]
= Ẽµℓ

[(
∥v(ℓ−m−1)∥2 +

(
viℓ−m − Ẽµℓ−m

[
viℓ−m

])2
− v2

iℓ−m

)y]
⩽ Ẽµℓ

[
∥v(ℓ−m−1)∥2y

]
− Ẽµℓ

[
v2y

iℓ−m

]
+ Ẽµℓ

[(
viℓ−m − Ẽµ1

[
viℓ−m

])2y
]

︸ ︷︷ ︸
(78).1

+ y Ẽµℓ

[(
viℓ−m − Ẽµℓ

[
viℓ−m

])2(
∥v(ℓ−m)∥2 − v2

iℓ−m

)2y−2
]

︸ ︷︷ ︸
(78).2

(78)

where the inequality follows from the fact that
{
(a + b)2t ⩽ a2t + 2tba2t−1 + b2t } and Fact 2.17.

We can now bound terms (78).1 and (78).2 by repeatedly invoking Lemma 5.6 as follows:

Ẽµℓ

[(
viℓ−m − Ẽµ1

[
viℓ−m

])2y
]
⩽
(
0.1δ2)Ẽµℓ−1

[(
viℓ−m − Ẽµ1

[
viℓ−m

])2yt
]1/t

⩽
(
0.1δ2)2

Ẽµℓ−2

[(
viℓ−m − Ẽµ1

[
viℓ−m

])4yt
]1/2t

...

⩽
(
0.1δ2)m

Ẽµℓ−m

[(
viℓ−m − Ẽµ1

[
viℓ−m

])2myt
]2/(2mt)

⩽
(
0.1δ2)m

ε2yẼµℓ−m

[
viℓ−m

]2y

(79)
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and similarly,

Ẽµℓ

[(
viℓ−m − Ẽµℓ

[
viℓ−m

])2(
∥v(ℓ−m)∥2 − v2

iℓ−m

)2y−1
]

⩽ Ẽµℓ

[(
viℓ−m − Ẽµℓ

[
viℓ−m

])4
]1/2

· Ẽµℓ

[(
∥v(ℓ−m)∥2 − v2

iℓ−m

)4y−4
]1/2

⩽ Ẽµℓ−1

[(
viℓ−m − Ẽµℓ

[
viℓ−m

])4t
]1/2t

⩽ (0.01δ2)mε4Ẽµℓ−m

[
viℓ−m

]4

(80)

Combining the two equations above, and substituting back into Equation (78) we have

Ẽµℓ

[∥∥∥v(ℓ−m)
∥∥∥2y
]

⩽ Ẽµℓ

[
∥v(ℓ−m−1)∥2y

]
− Ẽµℓ

[
v2y

iℓ−m

]
+
(
0.1δ2)m

ε2yẼµℓ−m

[
viℓ−m

]2y
+ (0.01δ2)mε4Ẽµℓ−m

[
viℓ−m

]4

⩽ Ẽµℓ

[
∥v(ℓ−m−1)∥2y

]
−
(

0.99δ2y −
(
0.1δ2)m

ε2y
)

Ẽµℓ−m

[
∥v(ℓ−m−1)∥2y

]
+ (0.01δ2)mε4

⩽ Ẽµℓ

[
∥v(ℓ−m−1)∥2y

]
− 0.9δ2yη

(81)

where the last inequality follows from recalling that ε ≪ δ2kη/k. Substituting the above back
into Equation (77), we have

Ẽµℓ

[∥∥∥v(ℓ)
∥∥∥2y

2

]
⩽
(

Ẽµℓ

[∥∥∥v(ℓ−1)
∥∥∥2y

2

]
− 0.9δ2yη

)
⩽
(

Ẽµℓ

[∥∥∥v(ℓ−2)
∥∥∥2y

2

]
− 2(0.9)δ2yη

)
...

⩽
(

Ẽµℓ

[
∥v∥2y

2

]
− ℓ(0.9)δ2yη

)
⩽
(
1 − 0.9ℓδ2yη

)
(82)

where the subsequent inequalities follow from repeatedly invoking Equation (78), and the last
inequality uses that Ẽµℓ

[∥v∥] = 1, since re-weightings satisfy equality constraints. Therefore,
setting ℓ = Ω

(
k/(δ4k+2η2)

)
, either the aforementioned process stops and the resulting vector is

ℓ2z→2-hypercontractive or for all y ∈ [k] , Ẽµℓ

[
∥v(ℓ)∥2y

]
⩽ η, as desired.

6 Clustering a Spectrally Separated Mixture

In this section, we demonstrate the effectiveness of our anti-concentration program to the
problem of clustering a mixture of two reasonably anti-concentrated distributions with mean 0
and arbitrary covariances. In the next section, we will show how to apply our techniques to
k-clustering in general whenever they are clusterable.

In particular, let M = 1
2D1(0, Σ1) +

1
2D2(0, Σ2), where D1(0, I) and D2(0, I) satisfy Defini-

tion 2.23. Let X = { x1, x2, . . . , xn } be a set of n i.i.d samples from M.

Theorem 6.1 (Clustering Mixtures with Spectral Separation). Given 0 < δ < 1, and n ⩾ n0

samples from an isotropic mixture of two (δ, exp(1/δ2), O(1))-reasonably anti-concentrated distribu-
tions D1(0, Σ1) and D2(0, Σ2), let u be a direction such that u⊤Σ1u ⩽ δ3u⊤Σ2u. Then, there exists an
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algorithm that runs in O(n

(
log2(d) exp(1/δ4)

exp(1/δ2)
)
) time and with probability at least 99/100 outputs

a direction z such that z⊤Σ1z ⩽ O(δ) · z⊤Σ2z, whenever n0 ⩾ dlog(d) exp(1/δ4)
exp(1/δ2)

.

We will prove this theorem in the rest of this section.

Algorithm 6.2 (Clustering Spectrally Separated Mixtures ).

Input: Samples { xi }i∈[n] from an isotropic mixture of distributions and 0 < δ < 1. Let

r = Ω
(

log(d)/ exp
(
δ4)exp(1/δ2)

)
.

Operation:

1. Let t = O(r log(d)). Compute a degree-t pseudo-distribution µ consistent with
the following constraints:

Cδ =



∀i ∈ [n] w2
i = wi

∑
i∈[n]

wi = (1 − δ2)n/2

∀i ∈ [n] wi⟨xi, v⟩2 ⩽ cδwi∥v∥2

∥v∥2
2 = 1


(83)

2. Pick xj uniformly at random from { xi }i∈[n]. Re-weight µ by
〈

xj, v
〉2t.

3. Let Σ̃ = Ẽµ

[
vv⊤

]
. Sample g ∼ N (0, Σ).

Output: z = g/∥g∥ such that z⊤Σ1z < O(δ)
(
z⊤Σ2z

)
.

Lemma 6.3 (Feasibility). With at least constant probability, the constraint system Cδ is feasible.

Proof. Since the mixture is equi-weighted, there is a constant probability that there are at least
n/2 samples from D1(0, Σ1), the cluster with smaller variance along the separating direction u.
Let wi’s denote the indicators for the points sampled from D1(0, Σ1), denoted by C1. By Markov,
for any xi ∈ C1,

Pr
[
⟨xi, u⟩2 >

1
δ2

(
u⊤Σ1u

)]
⩽ δ2,

and thus for all but 1 − δ2 fraction of points in C1, ⟨xi, u⟩2 ⩽ 1
δ2

(
u⊤Σ1u

)
⩽ 2δ∥u∥2.

Next, we prove the following key sum-of-squares identity.

Lemma 6.4 (Key SoS Identity). Let r be the degree of the certificate required in Theorem 3.1. Then,

Cδ r
w,v

{〈
Σ1, vv⊤

〉2

⩽ O
(

c4
4

(
δv⊤Σ2v − ∑

i∈C2

q2
i (v, w) · wi

(
v⊤Σ2v − δ∥v∥2

100

))
+ δ2

)}
,

where c4
4 is the certifiable hyper-contractivity constant.
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Proof.

Cδ

{〈
Σ1, vv⊤

〉2
=

〈
1

|C1| ∑
i∈C1

xix⊤i , vv⊤
〉2

⩽ 2

(
1

|C1| ∑
i∈C1

wi⟨xi, v⟩2

)2

︸ ︷︷ ︸
(84).(1)

+2

(
1

|C1| ∑
i∈C1

(1 − wi)⟨xi, v⟩2

)2

︸ ︷︷ ︸
(84).(2)

}
(84)

Using the constraint that wi⟨xi, v⟩2 ⩽ cwi∥v∥2

∆ , we can bound (84).(1) as follows:

Cδ

{
1

|C1| ∑
i∈C1

wi⟨xi, v⟩2 ⩽
c∥v∥2

∆

}
(85)

Using certifiable hyper-contractivity, we can bound (84).(2) as follows:

Cδ

{(
1

|C1| ∑
i∈C1

(1 − wi)⟨xi, v⟩2

)2

⩽

(
1

|C1| ∑
i∈C1

(1 − wi)
2

)
·
(

1
|C1| ∑

i∈C1

⟨xi, v⟩4

)

⩽ c4
4 ·
(

2
n ∑

i∈C2

wi

)
︸ ︷︷ ︸

(86).(1)

·
(

v⊤Σ1v
)2
}

,
(86)

where the last inequality follows from recalling our constraint that ∑i∈C1
wi + ∑i∈C2

wi = n/2.
We focus on bounding term (86).(1) using our anti-concentration certification on the cluster C2.
Invoking the certificate from Theorem 3.1 along the direction v,

w,v
{

δ − 2
n ∑

i∈C2

wi − ∑
i∈C2

q2
i (v, w)wi

(
δv⊤Σ2v − ⟨xi, v⟩2

)
⩾ 0

}
(87)

Further, the constraint system implies

C∆
w
{

wi⟨xi, v⟩2 ⩽
wi

∆
∥v∥2 ⩽

wiδ

100
∥v∥2

}
Therefore,

C∆
w
{

2
n ∑

i∈C2

wi ⩽ δ − ∑
∈C2

q2
i (v, w) · wi

(
v⊤Σ2v − δ∥v∥2

100

)}
(88)

Plugging this back in Eq. (86) and combining it with Eqs. (84) and (85), we can conclude that

C∆
w,v

{〈
Σ1, vv⊤

〉2

⩽ O
(

c4
4v⊤Σ1v

(
δv⊤Σ2v − ∑

i∈C2

q2
i (v, w) · wi

(
v⊤Σ2v − δ∥v∥2

100

))
+ δ∥v∥4

)}

The claim follows from recalling that v⊤Σ1v ⩽ 2∥v∥2
2 and ∥v∥2

2 = 1.

As a thought experiment, assume we know v⊤Σ2v. Then we re-weight the pseudo-distribution
µ with (v⊤Σ2v)2t for large t. Let the resulting pseudo-distribution be µ′. We show that under
the re-weighting, we can lower bound expressions of the form Ẽµ′

[
q2

i (w, v)v⊤Σ2v
]
.
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Lemma 6.5 ("Fixing" the quadratic form). Let q2
i (v, w) be are degree-r sum-of-squares polynomials

such that ∥q2
i ∥2

2 ⩽ dO(r). Let µ be a degree-Ω(r log(d)) distribution consistent with C∆. Let µ′ be the
pseudo-distribution obtained by re-weighting µ by (v⊤Σ2v)2t, for t = O(r log(d)). Then,

E
µ′

[
q2

i (v, w)v⊤Σ2v
]
⩾ 0.9 E

µ′

[
q2

i (v, w)∥v∥2].
Proof. Using the scalar fixing lemma (Lemma 5.3), we have that for ℓ ∈ [t/100]

Ẽµ′

[(
v⊤Σ2v − Ẽµ

[
v⊤Σ2v

])2ℓ
]
⩽ ε2ℓ

(
Ẽµ

[
v⊤Σ2v

])2ℓ
. (89)

Let µ′′ be the pseudo-distribution obtained by re-weighting µ′ by the unknown sum-of-squares
polynomial q2

i (v, w).

Then, applying Cauchy-Schwarz for pseudo-distributions,

Ẽµ′′

[(
v⊤Σ2v − Ẽµ

[
v⊤Σ2v

])]4ℓ
⩽
(

Ẽµ′′

[(
v⊤Σ2v − Ẽµ

[
v⊤Σ2v

])2ℓ
])2

=

 Ẽµ′

[
q2

i (w, v)
(

v⊤Σ2v − Ẽµ

[
v⊤Σ2v

]2ℓ
)]

Ẽµ′
[
q2

i (w, v)
]

2

⩽
Ẽµ′

[
q4

i (w, v)
]
· Ẽµ′

[(
v⊤Σ2v − Ẽµ

[
v⊤Σ2v

])4ℓ
]

Ẽµ′
[
q2

i (w, v)
]2

⩽
Ẽµ′

[
q4

i (w, v)
]

Ẽµ′
[
q2

i (w, v)
]2 · ε4ℓ · Ẽµ

[
v⊤Σ2v

]4ℓ

⩽ dO(r) · ε4ℓ · Ẽµ

[
v⊤Σ2v

]4ℓ
,

(90)

where the last inequality follows from observing that Ẽµ′
[
q4

i (w, v)
]
⩽ ∥qi∥2

2Ẽµ′
[
q2

i (w, v)
]2

⩽

dO(r)Ẽµ′
[
q2

i (w, v)
]2. Setting ε = 0.01 and ℓ = Ω(r log(d)), and taking the 4ℓ-th root, we get that∣∣∣Ẽµ′′

[(
v⊤Σ2v − Ẽµ

[
v⊤Σ2v

])]∣∣∣ ⩽ 0.1Ẽ
[
v⊤Σ2v

]
Plugging in the definition of µ′′, we have

Ẽµ′

[
q2

i (w, v)
(

v⊤Σ2v
)]

⩾ Ẽµ′
[
q2

i (w, v)
]
Ẽµ

[
v⊤Σ2v

]
− 0.1Ẽµ′

[
q2

i (w, v)
]
Ẽµ

[
v⊤Σ2v

]
⩾ 0.9 · Ẽµ′

[
q2

i (w, v)
]
Ẽµ

[
v⊤Σ2v

]
.

Next, we show that picking a random sample xj and re-weighting with
〈

xj, v
〉2t instead, we

obtain can obtain the same conclusion as Lemma 6.5.

Lemma 6.6 (Simulating "fixing" the quadratic form). Let q2
i (v, w) be are degree-r sum-of-squares

polynomials such that ∥q2
i ∥2

2 ⩽ dO(r). Let µ be a degree-Ω(r log(d)) distribution consistent with C∆.
Let j ∈ [n] be picked uniformly at random and let µ′ be the pseudo-distribution obtained by re-weighting
µ by

〈
xj, v

〉2t, for t = O(r log(d)). Then with probability at least 1/100, we have

E
µ′

[
q2

i (v, w)v⊤Σ2v
]
⩾ 0.1 E

µ′

[
q2

i (v, w)∥v∥2].
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Proof. Consider the following expression:

E
xj∈C2

[
Ẽµ

[
q2

i (v, w) · v⊤Σ2v ·
〈

xj, v
〉2t
]]

= Ẽµ

[
q2

i (v, w) · v⊤Σ2v · E
xj∈C2

[〈
xjx⊤j , vv⊤

〉2t
]]

⩾ Ẽµ

[
q2

i (v, w) · v⊤Σ2v · (v⊤Σ2v)2t
]

⩾ 0.9Ẽµ

[
q2

i (w, v) · ∥v∥2
2 · (v⊤Σ2v)2t

]
,

where the last inequality follows from clearing the denominator in Lemma 6.5. Then, by
Markov’s inequality for at least 0.05n points xj ∈ C2, it follows that

Ẽµ

[
q2

i (v, w) · v⊤Σ2v ·
〈

xj, v
〉2t
]
⩾ 0.1Ẽµ

[
q2

i (w, v) · ∥v∥2
2 · (v⊤Σ2v)2t

]
.

Therefore, with probability at least 1/100, we sample a good xj, and therefore,

Ẽµ′

[
q2

i (v, w) · v⊤Σ2v
]
=

Ẽµ

[
q2

i (v, w) · v⊤Σ2v ·
〈

xj, v
〉2t
]

Ẽµ

[〈
xj, v

〉2t
]

⩾ 0.1 ·
Ẽµ

[
q2

i (w, v) · ∥v∥2
2 · (v⊤Σ2v)2t]

Ẽµ

[〈
xj, v

〉2t
]

= 0.1Ẽµ′
[
q2

i (v, w) · ∥v∥2].

We can now show that can recover a nearly-separating direction via Gaussian rounding.

Lemma 6.7 (Rounding). Algorithm 6.2 outputs a direction z such that z⊤Σ1z ⩽
√

δ.

Proof. We round to the pseudo-expected density matrix Ẽµ′
[
vv⊤

]
. It is easy to check that

tr
(

Ẽµ′
[
vv⊤

])
= 1 and Ẽµ′

[
vv⊤

]
⪰ 0. Further, it follows from Hölder’s inequality for pseudo-

distributions and Eq. (84) that with probability at least 1/100 over the choice of xj,〈
Σ1, Ẽµ′

[
vv⊤

]〉2
⩽ Ẽµ′

[〈
Σ1, vv⊤

〉2
]

⩽ O(1)Ẽµ′

[(
δv⊤Σ2v − ∑

i∈C2

q2
i (v, w) · wi

(
v⊤Σ2v − δ∥v∥2

100

))
+ δ

]
⩽ O(δ + δ).

(91)

Taking square-roots,
〈

Σ1, Ẽµ

[
vv⊤

]〉
⩽ O(

√
δ). Let Σ̃ ∼ N

(
0, Ẽµ

[
vv⊤

])
, and observe that

E
[
gg⊤

]
= Ẽµ

[
vv⊤

]
. Therefore,

E
g

[
g⊤Σ1g

]
=
〈

Σ1, E
[

gg⊤
]〉

=
〈

Σ1, Ẽ
[
vv⊤

]〉
⩽ O(

√
δ). (92)

The claim follows from applying Markov’s inequality.

We finally complete the proof of Theorem 6.1, restated for convenience.
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Theorem 6.1 (Clustering Mixtures with Spectral Separation). Given 0 < δ < 1, and n ⩾ n0

samples from an isotropic mixture of two (δ, exp(1/δ2), O(1))-reasonably anti-concentrated distribu-
tions D1(0, Σ1) and D2(0, Σ2), let u be a direction such that u⊤Σ1u ⩽ δ3u⊤Σ2u. Then, there exists an

algorithm that runs in O(n

(
log2(d) exp(1/δ4)

exp(1/δ2)
)
) time and with probability at least 99/100 outputs

a direction z such that z⊤Σ1z ⩽ O(δ) · z⊤Σ2z, whenever n0 ⩾ dlog(d) exp(1/δ4)
exp(1/δ2)

.

Proof. We use Algorithm 6.2. We compute the degree t pseudo-distribution satisfying Cδ, which
by Lemma 6.4 is feasible. The reweighting in step 2 simulates fixing the quadratic form, as per
Lemma 6.6. This gives rise to the lower bounds used in the analysis of Lemma 6.7, which will
show that Gaussian rounding outputs a valid separating direction (where we use the fact that
the distribution is isotropic).

7 Clustering Mixtures of Reasonably Anti-Concentrated distribu-
tions

In this section, we extend our techniques to cluster a mixture of k distributions, whenever they
are clusterable according to the following notion:

Definition 7.1 (∆- Clusterable Mixture). Given ∆ ≫ 1 and an equi-weighted mixture of k
reasonably anti-concentrated distributions, denoted by M = ∑i∈[k] D(µi, Σi), we call the mixture
clusterable if for every distinct pair i, j ∈ [k], at least one of the following holds:

1. Mean Separation: ∃v such that
〈
µi − µj, v

〉2 ⩾ ∆v⊤(Σ1 + Σ2)v.

2. Spectral Separation: ∃v such that ∆v⊤Σiv ⩽ v⊤Σjv.

3. Frobenius Separation: ∥Σ†/2
i ΣjΣ†/2

i − I∥2
F ⩾ ∆∥Σ†/2

i Σ1/2
j ∥4

op, where M† denotes the Moore-
Penrose psuedo-inverse.

The main result we prove in this section is as follows:

Theorem 7.2 (Clustering Mixtures of Reasonably Anti-Concentrated distributions). Given 0 <

ε < 1 and n ⩾ n0 samples from a mixture of k (Ok,ε(1),Ok,ε(1),O(1))-reasonably anti-concentrated
distributions that also has Ok,ε(1)-certifiably hypercontractive quadratic forms (see Definition 2.19)
denoted by M = ∑i∈k D(µi, Σi), such that M is Ok,ε(1)-clusterable, there exists an algorithm that
runs in time nOk,ε(log2(d)) and outputs a clustering

{
Ĉi
}

i∈[k] such that with probability at least 99/100,

for all i ∈ [k], |Ĉi ∩ Ci| ⩾ (1 − ε)n/k, where Ci is the set of points from component D(µi, Σi), whenever
n0 = dΩk,ε(log(d)).

We begin by recalling the notion of a partial clustering, where if any pair of components are
mean, spectral or Frobenius separated, we can partition the mixture into two sets such that the
partition respects the true clustering and is non-trivial.

Definition 7.3 (Partial Clustering). Given n samples from a mixture of k distributions, denoted
by M = 1

k ∑i∈[k] D(µi, Σi), let { Ci }i∈[k] denote the true clustering, i.e. Ci corresponds to the
samples generated from D(µi, Σi). A bi-partition P1,P2 of the points is ε-approximate partial
clustering if
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1. Partition respects clustering: for all i ∈ [k]

max
{

k
n
|Ci ∩ P1|,

k
n
|Ci ∩ P2|

}
⩾ 1 − ε,

2. The partition is non-trivial:

max
i∈[k]

k
n
|Ci ∩ P1|, max

i∈[k]

k
n
|Ci ∩ P2| ⩾ 1 − η.

Algorithm 7.4 (Clustering Spectrally Separated Mixtures ).

Input: Target accuracy 0 < ε < 1. Samples { xi }i∈[n] from an isotropic mixture of k
distributions M = ∑i∈[k] D(µi, Σi) such that there exists a pair i ̸= j ∈ [k] and a
direction u with ∆u⊤Σiu < u⊤Σju, where ∆ = 1/ε4. Let r = Ωk,ε(log(d)).

Operation:

1. Run the clustering sub-routines corresponding to Theorem 4.2 in [BDJKKV22].

2. Guess the threshold at which the resulting mixture is concentrated along the
spectrally separating direction, and let this be δk. Guess the fraction of points
that are concentrated, i.e. ⟨xi, v⟩2 ⩽ δk∥v∥2 for the separating direction v and
denote this by ηk.

3. Let t = O(r log(d)). Compute a degree-t pseudo-distribution µ consistent with
the following constraints:

Cδk ,ηk =



∀i ∈ [n] w2
i = wi

∑
i∈[n]

wi = ηkn

∀i ∈ [n] wi⟨xi, v⟩2 ⩽ cδkwi∥v∥2

∥v∥2
2 = 1


(93)

4. Terminate if the system is infeasible and return the current set as the clustering.

5. Pick xj uniformly at random from { xi }i∈[n]. Re-weight µ by
〈

xj, v
〉2t.

6. Let Σ̃ = Ẽµ

[
vv⊤

]
. Sample g ∼ N (0, Σ). Consider the projected instance

⟨xi, g/∥g∥⟩, and let P1 be the set of points such that ⟨xi, g/∥g∥⟩ ⩽ cδk.

7. Recurse on P1 and { xi } \ P1.

Output: A clustering
{

Ĉi
}

i∈[k].

Next, we recall results from [BDJKKV22] that demonstrate how to obtain a partial clustering
if the mixture is mean or Frobenius separated. These results do not rely on certificates of
anti-concentration, and therefore can be used black box. Further, in our setting, we do consider
corruptions, so the sample complexity and running time only depend on the desired accuracy.

Lemma 7.5 (Partial Clustering under Mean/ Frobenius Separation,Thm 4.2 [BDJKKV22]). Given
0 < ε < 1 and n ⩾ n0 samples { xi }i∈[n] from a mixture of k reasonably anti-concentrated distributions,
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M = 1
kD(µi, Σi) , let i ̸= j ∈ [k] be such that D(µi, Σi) and D(µj, Σj) are either mean-separated or

Frobenius separated with ∆ = (k/ε)O(k). Let { Ci }i∈[k] be the true clustering. Then, there exists an

algorithm that runs in O(n(k/ε)O(k)
) time and with probability at least 99/100, outputs an ε-partial

clustering (see Definition 7.3) whenever n0 = Ω
(

d(k/ε)O(k)
)

.

Next, we show that the algorithm from Section 6 can be adapted to work whenever there is
a multiplicative gap in the second moments, for an equi-weighted mixture of k reasonably
anti-concentrated distributions, where the mixture is in isotropic position.

Lemma 7.6 (Anti-Concentration program). Given n ⩾ n0 samples from a mixture of k reasonably anti-
concentrated distributions, M = 1

k ∑i∈[k] D(µi, Σi), in isotropic position, such that ∥µi∥2 ⩽ poly(k),
let v be a direction satisfying (v⊤Σ1v) ⩽ εk−poly(k)v⊤Σjv for some j ∈ [k]. Then, there exists an
algorithm that runs in time nOk,ε(log2(d)) and with probability at least 99/100, outputs an ε-partial
clustering of the samples.

Proof. Let σ1, σ2, . . . , σk be the variance of the unpaired mixture along v. We know that σ1 <

k−k100
and σk ⩽ k. Consider the case where σk < 1/kk. Then, the must be some mean µi such

that |⟨µi, v⟩| ⩾ 1/2, since the mixture is isotropic and the mixture variance along v is 1 and since
the mean of the mixture is 0, there must be some µj such that |

〈
µj, v

〉
| ⩾ 1/k on the opposite

side of µi, along v. Therefore, there exists a pair i, j such that
〈
µi − µj, v

〉2 ⩾ kpoly(k)σk, i.e. the
mixture is mean separated and this is a contradiction.

It suffices to consider the case where σk ⩾ 1/kk. Since σ1 ⩽ 1/kk100
, observe there exists a

variance σt ∈ [k−k100
, k] such that σt < k−k10

σt+1 and guess δk = σt ± εk−k10
. Let S1 denote the

effective component corresponding to points from C1 . . . Ct and S2 be the complement. The
empirical mean of S1 is bounded, so we can guess it by discretizing the interval [−k, k] at
granularity εk−poly(k). Note, this only makes the success probability εk−poly(k), but we can boost
this up by repeating the algorithm several times. Assuming we have guessed the mean, µS1 ,
correctly, we can shift the samples by µS1 so that S1 is mean 0. Further, S1 and S2 have a spectral
gap of k−k2

and we can essentially reduce to the 2 component case.

Next, we show that we can modify the proof of Theorem 6.1 to work in this setting. Let k · ηk be
the guess of how many components lie in S1. Next, we note that since the mixture is isotropic,
∥µi∥ ⩽ k, and thus ∥µS2∥ ⩽ k. Now, we observe that we can generalize Lemma 6.4 as follows:
repeating the previous analysis, we have

Cδk ,ηk

{〈
ΣS1 , vv⊤

〉
⩽

(
1

|S1| ∑
i∈S1

(1 − wi)

)
·
(

c4
4(v

⊤ΣS1 v)2
)

⩽ c4
4

(
1

|S1| ∑
i∈S2

wi

)
·
(

v⊤ΣS1 v
)2
}

,

where the last inequality follows from ∑i∈S1
wi + ∑i∈S2

wi = ηkn and ∑i∈S1
1 = ηkn. Let µS2 be

the mean of the components in S2. Invoking our the shifted anti-concentration certificate from
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Corollary 3.6, with ϕ = Ω(∥µS2∥2) for the cluster S2, we have

w,v
{

δk −
1

|S2| ∑
i∈S2

wi ⩾ ∑
i∈S2

q2(v, w)wi

(
δkv⊤ΣS2 v −

(
⟨xi − µS2 , v⟩2 − ϕ∥v∥2

))
⩾ ∑

i∈S2

q2(v, w)wi

(
δkv⊤ΣS2 v −

(
⟨xi, v⟩2 + ∥µS2∥2∥v∥2 − ϕ∥v∥2

))
⩾ ∑

i∈S2

q2(v, w)wi

(
δkv⊤ΣS2 v − δ∥v∥2/100

)}
,

where the last inequality follows from our constraints, and ϕ = Ω(∥µS2∥2). Since |S1| and |S2|
are within a factor of k of each other, we can conclude that

Cδk ,ηk

{ 〈
ΣS1 , vv⊤

〉
⩽ O(kδk)− ∑

i∈S2

q2(v, w)wi

(
δv⊤ΣS2 v − δk∥v∥2/100

) }
.

Now, with probability at least 1/k, we sample a point xi ∈ S2 and as before, re-weight by
⟨xi, v⟩2t. In expectation, this fixes v⊤ΣS2 v, and repeating the argument in Lemmas 6.6 and 6.7,
we can find a direction z such that

zΣS1 z ⩽ δk.

We then simply project onto the rounded direction z and get an ε-approximate partial clustering,
where components corresponding to σ1, . . . , σt are P1 and the rest are P2.

Now, we are ready to combine these algorithms together and complete the proof of Theorem 7.2,
restated for convenience.

Theorem 7.2 (Clustering Mixtures of Reasonably Anti-Concentrated distributions). Given 0 <

ε < 1 and n ⩾ n0 samples from a mixture of k (Ok,ε(1),Ok,ε(1),O(1))-reasonably anti-concentrated
distributions that also has Ok,ε(1)-certifiably hypercontractive quadratic forms (see Definition 2.19)
denoted by M = ∑i∈k D(µi, Σi), such that M is Ok,ε(1)-clusterable, there exists an algorithm that
runs in time nOk,ε(log2(d)) and outputs a clustering

{
Ĉi
}

i∈[k] such that with probability at least 99/100,

for all i ∈ [k], |Ĉi ∩ Ci| ⩾ (1 − ε)n/k, where Ci is the set of points from component D(µi, Σi), whenever
n0 = dΩk,ε(log(d)).

Proof of Theorem 7.2. Given n samples from a mixture in isotropic position, we run the algorithm
corresponding to the case where the mixture is mean or Frobenius separated. It follows from
Lemma 7.5 that if algorithm succeeds, we can simply recurse on the resulting partial clustering.

Instead, consider the case where the mixture is not mean or Frobenius separated. Then, the
means, µi are bounded by poly(k). Further, we know that for some pair must be spectrally
separated and we can invoke Lemma 7.6 on the mixture and again obtain an ε-partial clustering,
allowing us to recurse until there’s only a single component left. The running time is dominated
by the anti-concentration program, and this concludes the proof.

8 List-Decodable Regression

In this section, we show that our certificate can be used to obtain list-decodable regression
algorithms for reasonably anti-concentrated distributions.

50



Model 8.1 (List-Decodable Regression). Given 0 < α < 1 and ℓ∗ ∈ Rd such that ∥ℓ∗∥ = 1, we
define list-decodable learning w.r.t. a distribution D as, denoted by LinD(α, ℓ∗) as follows: generate αn
i.i.d. samples, xi, from D and set yi = ⟨xi, ℓ∗⟩. Let these { (yi, xi) }i∈[αn] be denoted by I . Generate the
remaining (1 − α)n pairs arbitrarily and potentially adversarially w.r.t. I .

We show that we can output a short list containing a vector close to the true regressor for any
reasonably anti-concentrated distribution. This is the task of list-decodable linear regression.

Theorem 8.2 (List-decodable Regression). For any 0 < α, η < 1, there exists an algorithm
that takes n ⩾ n0 samples from LinD(α, ℓ∗), where D is a reasonably anti-concentrated distribu-

tion, runs in O(nlog(d) exp(1/α8η8)
exp(1/α4η4)

) time and outputs a list of O(1/α) vectors such that with
probability at least 99/100, the list contains at least one vector ℓ̂ such that ∥ℓ̂ − ℓ∥2

2 ⩽ η, when

n0 ⩾ dlog(d) exp(1/α8η8)
exp(1/α4η4)

.

We consider the following constraint system:

Cα =



∀i ∈ [n] w2
i = wi

∑
i∈[n]

wi = αn

∀i ∈ [n] wi(yi − ⟨xi, ℓ⟩)2 = 0

∥v∥2
2 = 1


(94)

Lemma 8.3 (Key SoS Identity, analog of Lemma 4.1 in [KKK19]). Given 0 < α, η < 1, let

δ = α2η2/4 and let r = Ω
(

log(d) · exp
(
1/δ4)exp(1/δ2)

)
. Then,

Cα r
w,v

{
1
I ∑

i∈I
wi∥ℓ− ℓ∗∥2 ⩽ δ

}

Proof. Observe, for the inliers, our certificate on anti-concentration states

w,v
{

δ − 1
|I| ∑

i∈I
wi − ∑

i∈I
q2

i (v, w)wi

(
δv⊤Σv − ⟨xi, v⟩2

)
⩾ 0

}

Consider v = ℓ − ℓ∗ and observe that wi⟨xi, ℓ− ℓ∗⟩2 = 0. Invoking the above identity
along v = ℓ − ℓ∗, observe δq2

i (v, w)wi(v⊤Σv) is a sum-of-squares polynomial and thus w{
1
|I| ∑i∈I wi ⩽ δ

}
. By sum-of-squares triangle inequality,

{
∥ℓ− ℓ∗∥2 ⩽ 2

}
since both are unit

vectors and therefore

Cα r
w,v

{
1
I ∑

i∈I
wi∥ℓ− ℓ∗∥2 ⩽ 2δ

}
,

which yields the claim.

The theorem follows from repeating the remaining arguments in [KKK19].

9 Reasonably anti-concentrated Distributions

In this section, we show that uniform distributions over ℓp balls for p > 1 are reasonably
anti-concentrated.

51



Theorem 9.1 (Uniform distributions over ℓp balls). For any p ∈ [1 + α, ∞), for a fixed constant α,
and any 0 < δ < 1, the uniform distribution over the unit ℓp ball is δ-reasonably anti-concentrated and
satisfies certifiable hypercontractivity of quadratic forms.

We need to show that the uniform distribution on ℓp balls satisfies anti-concentration, certifiable
hypercontractivity, almost product-ness and strictly sub-exponential tails.

First, the uniform distribution over any convex body is log-concave, and therefore, for any
univariate projection, the PDF is bounded by e−|⟨x,v⟩|/c, for a fixed universal constant c, along
direction v. It is easy to check that such a distribution is anti-concentrated. Next, we show that
the distribution is strictly sub-exponential.

Lemma 9.2 (Strictly sub-exponential). For any p ∈ [1 + α, ∞), where α is a fixed constant, let x be a
sample from the uniform distribution on the unit ℓp ball. Then, for all unit vectors v ∈ Rd and t > 0,
we have

Pr[|⟨x, v⟩| ⩾ t
√

vTΣv] ⩽ exp
(
−t1+α/c

)
,

where Σ is the covariance of the distribution.

Proof. This result follows from [BGMN05, Proposition 10], where for p ⩾ 2, we can choose
α = 1 because the distribution is sub-Gaussian, i.e. the ψ2 norm is bounded by a fixed universal
constant. For p ∈ (1 + α, 2], the ψp norm is bounded by a fixed constant.

To show almost-productness, we first show that the uniform distribution over ℓp balls satisfy
negative association. We invoke a theorem from [PW08], which shows this property for a larger
class of uniform distributions over Generalized Orlicz balls.

Definition 9.3 (Generalized Orlicz Ball). A function f : R+ → R
+ ∪ {∞} is a Young function if

f is convex, f (0) = 0, ∃x such that f (x) ̸= 0, and ∃x ̸= 0 such that f (x) ̸= ∞. Let F = { fi}i∈[d]
be a set of d Young functions. Then,

K = {x : ∑
i∈[d]

fi(|xi|) ⩽ 1}

is a Generalized Orlicz Ball.

Note in particular that ℓp balls are Generalized Orlicz balls.

Definition 9.4 (Negative Association). A set of random variables {xi}i∈[d] is negatively associ-
ated if for any coordinate-wise increasing, bounded, functions f , g and disjoint sets S , T ⊂ [d]
such that S = {i1, i2, . . . is}, T = {j1, j2, . . . jt},

E
[

f (xi1 , xi2 , . . . , xis) · g
(
xj1 , xj2 , . . . , xjs

)]
⩽ E [ f (xi1 , xi2 , . . . , xis)] · E

[
g
(
xj1 , xj2 , . . . , xjs

)]
.

Theorem 9.5 (Generalized Orlicz Ball in the Positive Orthant, Theorem 1.2 in [PW08]). Let K be
a Generalized Orlicz ball inRd and let D be the uniform distribution over K. If x ∼ D, then the set of
random variables { |xi| }i∈[d] is negatively associated.

This establishes one side of almost k-wise independence. We establish the other side via standard
integration techniques. In particular, we show that several families of distributions satisfy the
following criterion:
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Lemma 9.6 (The solid ℓp ball is almost-product). Let x ∼ D where D is the uniform distribution on
the solid ℓp ball inRd, that is, Bp = {x ∈ Rd, ∥x∥p

p ⩽ 1}, for any p ⩾ 1. Then, for any subset S ⊂ [d],
such that |S| = k,

E

[
∏
j∈S

x2
j

]
⩾ (1 − od(1))∏

j∈S
E
[

x2
j

]
,

where k ≪ d.

Proof. To prove this, we can compute these expectations explicitly as follows:

E
x∼D

[
∏
i∈S

x2
i

]
=

Γ(3/p)kΓ(d/p + 1)
Γ(1/p)kΓ((d + 2k)/p + 1)

.

The proof of this equality follows [Wan05] so we only give a brief sketch. Let the uniform
distribution on the standard ℓ2 ball Bd

2 be D′. Let ϕ(y) = (y2/p
1 , . . . , y2/p

d ) with the corresponding
Jacobian determinant Jϕ(y) = (2/p)dy2/p−1

1 . . . y2/p−1
d . Then,∫

D
f (x) dx =

∫
D′

f (x)|Jϕ(y)| dy = (2/p)d
∫
D′

f (ϕ(y))|y1|2/p−1 . . . |yd|2/p−1 dy

Therefore, ∫
D
(∏

S
x2

i ) dx = (2/p)d
∫
D′
(∏

S
|yi|4/p)|y1|2/p−1 . . . |yd|2/p−1 dy

For reals α1, . . . , αn > −1, we have∫
D′

|y1|α1 . . . |yd|αd dy =
Γ(β1) . . . Γ(βd)

Γ(β1 + . . . + βd + 1)

where βi = (αi + 1)/2 for all i. Using this, we get

∫
D
(∏

S
x2

i ) dx = (2/p)d Γ(3/p)kΓ(1/p)d−k

Γ((d + 2k)/p + 1)

Therefore,

ED [∏
S

x2
i ] =

∫
D(∏S x2

i ) dx∫
D 1 dx

=
Γ(3/p)kΓ(d/p + 1)

Γ(1/p)kΓ((d + 2k)/p + 1)

Next, we use the above characterization to complete the proof.

E[∏j∈S x2
j ]

∏j∈S E[x2
j ]

=
Γ(d/p + 1 + 2/p)k

Γ(d/p + 1)k−1Γ((d/p + 1) + (2k/p))

Because the gamma function is strictly logarithmically convex on the positive reals, we have

Γ(x1)
tΓ(x2)

1−t ⩾ Γ(tx1 + (1 − t)x2)

for reals x1, x2 > 0 and t ∈ [0, 1]. Setting x1 = d/p + 1 + 2/p, y = d/p + 1, t = k, we get

Γ(d/p + 1 + 2/p)k

Γ(d/p + 1)k−1 ⩾ Γ((d/p + 1) + (2k/p) + (1 − k))
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Assuming A = (d/p + 1) + (2k/p) ⩾ k − 1 (follows if d ≫ pk), we get

E[∏j∈S x2
j ]

∏j∈S E[x2
j ]

⩾
Γ(A + (1 − k))

Γ(A)

=
1

(A − (k − 1))(A − (k − 2)) . . . A

If we assume p, k are constants and d is growing, then A ≫ k in which case this will be
1 − od(1).

Next, we show that we can obtain certifiable hypercontractivity of linear forms.

Finally, we show that distributions that satisfy a a Poincaré inequality also have certifiably-
hypercontractive quadratic forms (recall Definition 2.19).

Lemma 9.7 (Certifiable Hypercontractivity from Poincaré). A distribution D over Rd is σ-Poincaré
if for all differentiable functions f : Rd → R,

E
x∼D

[(
f (x)− E

x∼D
[ f (x)]

)2
]
⩽ σ2∥∇ f (x)∥2

2,

for some fixed constant σ. Any σ-Poincaré distribution has t2-certifiably (32σt)t-hyper-contractive
quadratic forms, for all even t.

Proof. We proceed via induction, and consider the hypothesis that for even t,

4t2

Q
{

E
D

[(
⟨x, Qx⟩ − E

x∼D
[⟨x, Qx⟩]

)t
]
⩽ (32σt)t∥Q∥t

F

}

Consider the base case, i.e. for a matrix-valued indeterminate Q, let f0(x) = ⟨x, Qx⟩ −
Ex∼D [⟨x, Qx⟩]. Then,

E
x∼D

[
( f0(x))2] ⩽ σ2∥∇ f0(x)∥2

2,

where
∥∇ f0(x)∥2

2 = 4 E
x∼D

[
x⊤Q⊤Qx

]
= 4

〈
QQ⊤, Σ

〉
= 4∥Q∥2

F,

and thus
Q
{

E
x∼D

[(
⟨x, Qx⟩ − E

x∼D
[⟨x, Qx⟩]

)2
]
⩽ (2σ)2∥Q∥2

F

}
.

Note, the above inequality admits a sum-of-squares proof since it is a homogeneous degree-2
polynomial inequality and can be reformulated as the quadratic form of a PSD matrix. Next, we
can re-arrange the Poincaré inequality as follows:

E
x∼D

[
f (x)2] ⩽ E

x∼D
[ f (x)]2 + σ2∥∇ f (x)∥2

2 (95)

Next, following a simple calculation

∇ f (x) = t
(
⟨x, Qx⟩ − E [⟨x, Qx⟩]t−1

)
Qx
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and therefore,

Q
{
∥∇ f (x)∥2t

2 = t2t
(

E

[(
⟨x, Qx⟩ − E [⟨x, Qx⟩]

)2t−2
x⊤Q⊤Qx

])t

⩽ t2t
(

E

[(
⟨x, Qx⟩ − E [⟨x, Qx⟩]

)2t
])t−1(

E

[(
x⊤Q⊤Qx

)t
])}

,

(96)

where the last inequality follows from applying sos Hölder’s.

Then, applying Eq. (95) with f = (⟨x, Qx⟩ − E [⟨x, Qx⟩])t,

Q
{(

E

[(
⟨x, Qx⟩ − E [⟨x, Qx⟩]

)2t
])t

⩽

((
E

[(
⟨x, Qx⟩ − E [⟨x, Qx⟩]

)t
])2

+ σ2∥∇ f (x)∥2
2

)t

⩽ 2t
(

E

[(
⟨x, Qx⟩ − E [⟨x, Qx⟩]

)t
])2t

+ (2σ)2t∥∇ f (x)∥2t
2

⩽
(
4σ2t∥Q∥2t

F
)t
+ (2σt)2t

(
E

[(
⟨x, Qx⟩ − E [⟨x, Qx⟩]

)2t
])t−1(

E

[(
x⊤Q⊤Qx

)t
])}

,

(97)

where the second inequality follows from sos triangle inequality, and last inequality follows
from applying the inductive hypothesis to the first term and the bound obtained in Eq. (96) on
the second. We now focus on bounding

(
E
[(

x⊤Q⊤Qx
)t
])

as follows:(
E

[(
x⊤Q⊤Qx

)t
])

⩽ 2t
(

E

[(
x⊤Q⊤Qx − E

[
x⊤Q⊤Qx

])t
])

+ 2t
(

E
[

x⊤Q⊤Qx
]t
)

⩽ 2t
(

σt∥Q⊤Q∥t
F + ∥Q∥2t

F

)
⩽ (4σ)t∥Q∥2t

F .
(98)

Therefore, we can re-arrange the above as:

Q
{(

E

[(
⟨x, Qx⟩ − E [⟨x, Qx⟩]

)2t
])t

⩽
(
4σ2t∥Q∥2t

F
)t
+

(
E

[(
⟨x, Qx⟩ − E [⟨x, Qx⟩]

)2t
])t−1

· (16σt)2t∥Q∥2t
F

} (99)

Finally, applying Fact 9.8 to Eq. (99) we can conclude that

Q
{(

E

[(
⟨x, Qx⟩ − E [⟨x, Qx⟩]

)2t
])t

⩽
(
(32σt)2t∥Q∥2t

F

)t
}

, (100)

which concludes the proof.
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Fact 9.8 (t-th order inequality). For any even t,{
xt ⩽

(
at + xt−1b

) }
x { xt ⩽ 2t(at + bt) } .

Proof. Observe, we can re-write xt ⩽ at + xt−1 · b as x ⩽ at

xt−1 + b. Assume x > (a + b). Then,
x ⩽ at

(a+b)t−1 + b ⩽ a + b, and thus xt ⩽ 2t(at + bt). Since this is a univariate inequality, it admits
a sos proof.

Lemma 9.9 (Certifiable Hypercontractivity of ℓp balls). For any p ∈ [1, ∞), the uniform distribution
on the unit ℓp ball has 2k-certifiably c-hypercontractive linear and quadratic forms for any k ∈ N.

Proof. This proof follows from two known facts and Lemma 9.7. First, Kothari and Stein-
hardt showed that for any distribution that satisfies a Poincaré inequality with a dimension-
independent constant has certifiably-hyper-contractive linear forms [KS18, Theorem 1.1].
Lemma 9.7 shows this implication for quadratic forms. Second, for p ∈ [1, 2], Sodin [Sod08]
showed that uniform distribution over the ℓp ball satisfies a Poincaré inequality with a dimension-
independent constant. For p ∈ (2, ∞), this was shown by Latała and Wojtaszczyk [LW08].
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A Bounding the coefficients of the certificates

In this section, we argue the polynomials that arise in our SoS certificate have polynomially
bounded bit complexity, which is needed for efficient algorithms. The strategy is to instantiate
the SoS identity for various values of v, w and then analyze the identities together to bound the
coefficients of qi.

In the previous sections, we showed the existence of the identity

δn −
n

∑
i=1

wi =

(
∑

j
p0,j(v, w)2

)
+ ∑

i⩽n

(
∑

j
pi,j(v, w)2

)
(δwi · vTΣv − wi⟨v, xi⟩2)

+ ∑
i

qi(v, w)(w2
i − wi) + r(w, v)(∥v∥2 − 1)

where p0,j, pi,j, qi, r are polynomials of degree at most t.

Lemma A.1. ∥p0,j∥2, ∥pi,j∥2, ∥qi∥2, ∥r∥2 ⩽ d2t

Proof. We will show the argument for ∥p1,j∥2, the rest are similar. Assume without loss of
generality that Σ = I. Fix a subset U of indices in [n] of size at most t. We will consider the
coefficients of the terms which depends on (wi : i ∈ U) and not on (wi : i ̸∈ U). To do this,
set w = w∗ where w∗

i = 1 if i = 1 or i ∈ U and 0 otherwise. Also sample v from a Gaussian
distribution with E∥v∥2 = 1 such that ⟨v, xi⟩2 ⩽ δ2

100 w.h.p. for all i ∈ U ∪ {1}. Note that this
can be done because there are only t + 1 such constraints. Moreover, we can choose the mean
of v to be 0 and covariance Θ of the distribution of v to be η2 = δ2/(400 log t) in the space
corresponding to the span of {xi : i ∈ U ∪ {1}} and 1 in every direction orthogonal to this
subspace. Then, we scale the covariance by a constant factor so as to satisfy the norm constraint.
With this choice, then the identity simplifies to (after taking expectation)

δn − |U ∪ {1}| =
(

∑
j

Ev p0,j(v, w∗)2

)
+ ∑

i∈U∪{1}

(
∑

j
pi,j(v, w∗)2

) (99δ

100
)

This implies

δn ⩾
99δ

100 ∑
i∈U∪{1}

Ev

(
∑

j
pi,j(v, w∗)2

)
(101)

where many terms got zeroed out because of our choice of w∗ and for the nonzero w∗
i , we

invoked the constraint bound on the terms δwi · vTΣv − wi⟨v, xi⟩2.

It now suffices to prove the following claim.
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Claim. For some constant c = c(t) > 0

Ev[pij(v, w∗)2] ⩾ Var[pij(v, w∗)] ⩾
( c

δt

)
∥pij∥2, (102)

where ∥pij∥2 denotes the sum of the squares of the coefficients.

Once we establish the claim, (102) together with (101) establishes Lemma A.1. We now prove
the above claim.

Let z = Θ−1/2v, so z is a standard Gaussian with identity covariance. For simplicity, let the
polynomial f (v) := pij(v, w∗) and let f (v) = ∑t

j=0 f j(v) where f j is a homogenous polynomial
of degree j. Finally let ∀j ∈ {0, 1, . . . , t} let hj(z) = f j(Θ1/2z), and let h(z) := ∑t

j=0 hj(z) =

f (Θ1/2z).

From standard facts about standard Gaussians, when z ∼ N(0, I) we have

Varv[pij(v, w∗)] = Varv[ f (v)] = Varz[h(z)] = ∥h∥2 =
t

∑
j=0

∥hj∥2, (103)

where ∥h∥2 denotes the sum of the squares of the coefficients of h.

To relate ∥hj∥ and ∥ f j∥, let us denote by T( f )
j the symmetric tensor that satisfies f j(v) =

⟨T( f )
j , v⊗j⟩. We have

f j(v) = ⟨T( f )
j , v⊗j⟩ =

〈
(Θ1/2)⊗j T( f )

j , z⊗j
〉
= hj(z).

Hence it follows that

∥hj∥2 ⩾
〈
(Θ1/2)⊗j T( f )

j , (Θ1/2)⊗j T( f )
j

〉
⩾ σmin(Θ)j · ∥T( f )

j ∥2
F ⩾ η j ·

∥ f j∥2

j!
.

Hence ∥ f j∥2 ⩽
j!
η j ∥hj∥2 ⩽

t!
ηt ∥hj∥2 ⩽

ct

δt · ∥hj∥2 ∀j ∈ {0, 1, . . . , t},

and some constant ct > 0 that depends on t. Summing over all j ∈ {0, 1, . . . , t} and using (103)
establishes the claim. This completes the proof of Lemma A.1.
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