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Abstract—Image segmentation is an important problem in
many safety-critical applications such as medical imaging
and autonomous driving. Recent studies show that modern
image segmentation models are vulnerable to adversarial
perturbations, while existing attack methods mainly follow
the idea of attacking image classification models. We argue
that image segmentation and classification have inherent dif-
ferences, and design an attack framework specially for image
segmentation models. Our goal is to thoroughly explore the
vulnerabilities of modern segmentation models, i.e., aiming to
misclassify as many pixels as possible under a perturbation
budget in both white-box and black-box settings.

Our attack framework is inspired by certified radius,
which was originally used by defenders to defend against
adversarial perturbations to classification models. We are the
first, from the attacker perspective, to leverage the properties
of certified radius and propose a certified radius guided at-
tack framework against image segmentation models. Specifi-
cally, we first adapt randomized smoothing, the state-of-the-
art certification method for classification models, to derive
the pixel’s certified radius. A larger certified radius of a pixel
means the pixel is theoretically more robust to adversarial
perturbations. This observation inspires us to focus more
on disrupting pixels with relatively smaller certified radii.
Accordingly, we design a pixel-wise certified radius guided
loss, when plugged into any existing white-box attack, yields
our certified radius-guided white-box attack.

Next, we propose the first black-box attack to image seg-
mentation models via bandit. A key challenge is no gradient
information is available. To address it, we design a novel gra-
dient estimator, based on bandit feedback, which is query-
efficient and provably unbiased and stable. We use this gradi-
ent estimator to design a projected bandit gradient descent
(PBGD) attack. We further use pixels’ certified radii and
design a certified radius-guided PBGD (CR-PBGD) attack.
We prove our PBGD and CR-PBGD attacks can achieve
asymptotically optimal attack performance with an optimal
rate. We evaluate our certified-radius guided white-box and
black-box attacks on multiple modern image segmentation
models and datasets. OQur results validate the effectiveness
of our certified radius-guided attack framework.

1. Introduction

Image segmentation (also called pixel-level classifica-
tion) is the task of labeling pixels in an image such that
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pixels belonging to the same object are assigned a same la-
bel. Image segmentation is an important problem in many
safety-critical applications such as medical imaging [1]
(e.g., tumor detection), autonomous driving [2] (e.g.,
traffic sign detection). However, recent studies [3]-[7]
showed that modern image segmentation models [8]-[10]
are vulnerable to adversarial perturbations: A carefully
designed imperceptible perturbation to a testing image can
mislead an image segmentation model to misclassify a
substantial number of pixels in this image. Such vulner-
abilities would cause serious consequences in the safety-
critical applications. For example, an attacker can attack
a traffic sign prediction system such that a “STOP” sign
image after segmentation will be misclassified as, e.g.,
“SPEED” or “LEFTTURN”—This causes safety issues.
For another example, insurance companies often use their
disease diagnosis systems to test medical images before
reimbursing a medical claim. However, an attacker (e.g.,
an insider) can fool the disease diagnosis systems (e.g.,
no tumor diagnosed as tumor) by imperceptibly modifying
the attacker’s medical images and sending fraud insurance
claims—This causes insurance companies’ financial loss.

While these recent attack methods to image segmen-
tation models have been proposed, they majorly follow
the idea of attacking image classification models based
on, e.g., the Fast Gradient Sign (FGSM) [11], [12] and
Projected Gradient Descent (PGD) [13] attacks. However,
we emphasize that image segmentation models and clas-
sification models have inherent differences: image clas-
sification models have a single prediction for an entire
image, while image segmentation models have a predic-
tion for each pixel. The per-pixel prediction can provide
more information for an attacker to be exploited, e.g., an
attacker can collectively leverage all pixels’ predictions
to perform the attack. In this paper, we would like to
design an optimized attack framework specially for image
segmentation models by leveraging the pixels’ predictions.
Specifically, given a target image segmentation model and
a testing image, our goal is to generate an adversarial
perturbation to this image under a perturbation budget,
such that as many pixels as possible in the image are
wrongly predicted by the target model.

To achieve the goal, our attack needs to first uncover
the vulnerable pixels in the testing image, where a pixel
is more vulnerable means it is easier to be misclassi-
fied when facing an adversarial perturbation, and then
distributes the perturbation budget on more vulnerable
pixels in order to misclassify more pixels. However, a
key challenge is how can we inherently characterize the
vulnerability of pixels. To address it, we are inspired by



certified robustness/radius [14]—[45]. Certified radius was
originally used by defenders to guarantee the robustness
of image classification models against adversarial pertur-
bations. Given a classification model and a testing image,
the certified radius of this image is the maximum (e.g.,
l,) norm of a worst-case perturbation such that when the
worst-case perturbation is added to the testing image, the
perturbed image can be still accurately predicted by the
classification model. In other words, a testing image with
a larger/smaller certified radius indicates it is theoretically
less/more vulnerable to adversarial perturbations. Though
certified radius is derived mainly for doing the good, we
realize that attackers, on the other hand, can also leverage
it to do the bad in the context of image segmentation.
Particularly, attackers can first attempt to obtain the certi-
fied radius of pixels, and use them to reversely reveal the
inherently vulnerable pixels in the image. Then they can
design better attacks using these vulnerable pixels.

Our work: We use the property of pixel’s certified ra-
dius and design the first certified radius-guided attack
framework to image segmentation models. To thoroughly
understand the vulnerabilities, we study both white-box
and black-box attacks. However, there are several techni-
cal challenges: i) How can we obtain pixel-wise certified
radius for modern image segmentation models? ii) How
can we design an attack framework that is applicable in
both white-box and black-box settings? iii) Furthermore,
for the black-box attack, can we have guaranteed attack
performance to make it more practical?

Obtaining pixel-wise certified radius via random-
ized smoothing: Directly calculating the pixel-wise certi-
fied radius for segmentation models is challenging. First,
there exists no certification method for segmentation mod-
els; Second, though we may be able to adjust existing
certification methods for image classification models to
segmentation models (e.g., [14]-[30]), the computational
overhead can be extremely high. Note that all the existing
certification methods for base image classification models
are not scalable to large models. To address the chal-
lenges, we propose to adopt randomized smoothing [33],
[46], which is the state-of-the-art certification method
for smoothed image classification models, and the only
method that is scalable to large models. We generalize
randomize smoothing to derive pixel-wise certified radius
for image segmentation models (See Theorem 1).

Designing a certified radius-guided attack frame-
work: A larger certified radius of a pixel indicates this
pixel is theoretically more robust to adversarial perturba-
tions. In other words, an attacker needs a larger perturba-
tion to make the target image segmentation model misclas-
sify this pixel. This observation motivates us to focus more
on perturbing pixels with relatively smaller certified radii
under a given perturbation budget. To achieve the goal,
we design a certified radius-guide loss function, where we
modify the conventional (pixel-wise) loss function in the
target model by assigning each pixel a weight based on its
certified radius. Specifically, a pixel with a large/smaller
certified radius will be assigned a smaller/larger weight.
By doing so, losses for pixels with smaller certified radii
will be enlarged, and thus more pixels with be wrongly
predicted with the given perturbation budget.

Certified radius-guided white-box attacks: In white-
box attacks, an attacker has full knowledge of the target

model, which makes gradient-based attacks possible. Our
aim is then to increase our certified radius-guided loss
and generate adversarial perturbations via a gradient-based
white-box attack algorithm, e.g., the PGD attack [7], [13].
We emphasize that, as our pixel-wise certified radius is
plugged into the loss function of the target model, any
existing gradient-based white-box attack can be used as
the base attack in our framework.

Certified radius-guided black-box attacks: In black-
box attacks, an attacker cannot access the internal con-
figurations of the target model. Hence, performing black-
box attacks is much more challenging than white-box at-
tacks, as no gradient information is available to determine
the perturbation direction. Following the existing black-
box attacks to image classification models [47]-[49], we
assume the attacker knows pixels’ confidence scores by
querying the target segmentation model'. To design ef-
fective black-box attacks, one key step is to estimate the
gradient of the attack loss with respect to the perturbation.
Generally speaking, there are two types of approaches to
estimate the gradients [52]—deterministic methods and
stochastic methods. The well-known deterministic method
is the zeroth-order method (i.e., ZOO [53], [54]), and
stochastic methods include natural evolutionary strategies
(NES) [47], SimBA [55] and bandit [56], [57]. When
performing real-world black-box attacks, query efficiency
and gradient estimation accuracy are two critical factors
an attacker should consider. However, ZOO is very query
inefficient, while NES and SimBA are neither query effi-
cient nor have accurate gradient estimation (More detailed
analysis are in Section 4.3). Bandit methods, when appro-
priately designed, can achieve the best tradeoff. Moreover,
as far as we know, bandit is the only framework, under
which, we can derive theoretical bounds when the exact
gradient is unknown. Based on these good properties, we
thus use bandit as our black-box attack methodology.

Specifically, bandit is a family of optimization frame-
work with partial information (also called bandit feed-
back) [58]-[62]. We notice that black-box attacks with
only knowing pixels’ predictions naturally fit this frame-
work. With it, we formulate the black-box attacks to image
segmentation models as a bandit optimization problem.
Our goal is to design a gradient estimator based on the
model query and bandit feedback such that the regret (i.e.,
the difference between the expected observed loss through
the queries and the optimal loss) is minimized. We first
design a novel gradient estimator, which is query-efficient
(2 queries per round) and accurate. Then, we design a pro-
jected bandit gradient descent (PBGD) attack algorithm
based on our gradient estimator. As calculating pixels’
certified radii only needs to know pixels’ predictions,
our derived pixel-wise certified radius can be seamlessly
incorporated into the PBGD attack as well. With it, we
further propose a certified radius-guided PBGD attack
algorithm to enhance the black-box attack performance.

Theoretically guaranteed black-box attack perfor-
mance: We prove that our novel gradient estimator is
unbiased and stable. We further prove that our designed
PBGD attack algorithm achieves a tight sublinear regret,

1. We note that many real-world systems provide confidence scores,
e.g., image classification systems such as Google Cloud Vision [50] and
Clarifai [51] return confidence scores when querying the model APIL.



which means the regret tends to be O with an optimal rate
as the number of queries increases. Finally, our certified
radius-guided PBGD attack also obtains a tight sublinear
regret. Detailed theoretical results are seen in Section 4.4.

Evaluations: We evaluate our certified radius-guided
white-box and black-box attacks on modern image seg-
mentation models (i.e., PSPNet [8], PSANet [9], and HR-
Net [10]) and benchmark datasets (i.e., Pascal VOC [63],
Cityscapes [64], and ADE20K [65]). In white-box attacks,
we choose the state-of-the-art PGD [7], [13] attack as a
base attack. The results show that our certified radius-
guided PGD attack can substantially outperform the PGD
attack. For instance, our attack can have a 50% relative
gain over the PGD attack in reducing the pixel accu-
racy on testing images from the datasets. In black-box
attacks, we show that our gradient estimator achieves
the best trade-off among query-efficiency, accuracy, and
stability, compared with the existing ones. The results also
demonstrate the effectiveness of our PBGD attack and
that incorporating pixel-wise certified radius can further
enhance the attack performance.

We also evaluate the state-of-the-art empirical defense
FastADT [66] and provable defense SEGCERTIFY [67]
against our attacks. To avoid the sense of false secu-
rity [68], we mainly defend against our white-box CR-
PGD attack. Our finding is these defenses can mitigate our
attack to some extent, but are still not effective enough.
For example, with an /5 perturbation as 10 on Pascal VOC,
the pixel accuracy with SEGCERTIFY and FastADT are
22% and 41%, respectively, while the clean pixel accuracy
is 95%. Our defense results thus show the necessity of
designing stronger defenses in the future.

Our key contributions are summarized as follows:

o We propose a certified radius-guide attack framework
to study both white-box and black-box attacks to image
segmentation models. This is the first work to use
certified radius for an attack purpose. Our framework
can be seamlessly incorporated into any existing and
future loss-based attacks.

e We are the first to study black-box attacks to image
segmentation models based on bandits. We design a
novel gradient estimator for black-box attacks that is
query-efficient, and provably unbiased and stable. Our
black-box attacks also achieve a tight sublinear regret.

« Evaluations on modern image segmentation models and
datasets validate the effectiveness of our certified radius-
guided attacks and their advantages over the compared
ones mainly for image classification methods.

2. Background and Problem Setup

2.1. Image Segmentation

Image segmentation is the task of labeling pixels of an
image, where pixels belonging to the same object (e.g., hu-
man, tree, car) aim to be classified as the same label. For-
mally, given an input image = = {z,,})_; C X with N
pixels and groundtruth pixel labels y = {y,, }_,, where
each pixel z,, has a label y,, from a label set ), an image
segmentation model learns a mapping Fy : X — PN*MI,
parameterized by 6, where each row in P is the set of
probability distributions over ), i.e., the sum of each row

in P equals to 1. Different image segmentation methods
design different loss functions to learn Fy. Suppose we
have a set of training images Dy, = {(z,y)}, a common
way to learn Fj is by minimizing a pixel-wise loss func-
tion L defined on the training set as follows:

min > LF@.p)=- 3 D1, 0logFy@),

(z,y) ED¢r (z,y) €Dty n=1
Y]

where we use the cross entropy as the loss function. 1, is
an |Y|-dimensional indicator vector whose y,,-th entry is
1, and O otherwise. ® is the element-wise product. After
learning Fjp, giving a testing image x, each pixel z, is
predicted a label g, = argmax; Fy(Z)n, ;.

2.2. Certified Radius

We introduce the certified radius achieved via state-of-
the-art randomized smoothing methods [33], [46]. Certi-
fied radius was originally derived to measure the certified
robustness of an image classifier against adversarial per-
turbations. Generally speaking, for a testing image, if it
has a larger certified radius under the classifier, then it is
provably more robust to adversarial perturbations.

Suppose we are given a testing image x with a label y,
and a (base) soft classifier f, which maps x to confidence
scores. Randomized smoothing first builds a smoothed
soft classifier g from the base f and then calculates the
certified radius for x on the smoothed soft classifier g.
Specifically, given a noise distribution D, g is defined as:

9(x) = Egp|f(z + B)]; 2

where g(z). is the probability of the noisy x + 8 predicts
to be the label ¢, with the noise 8 sampled from D.

Assuming that g(z) assigns to x the true label y with
probability p4 = g(x),, and assigns to x the “runner-up”
label 3" with probability pp = max,-, g(x), . Suppose
D is a Gaussian distribution with mean O and variance
o2. Then, authors in [33], [46] derive the following tight
certified radius of the smoothed soft classifier g for the
testing image x against an [ perturbation:

er(w) = 2107 (pa) = 7 (p)], )

where @71 is the inverse of the standard Gaussian cumu-
lative distribution function (CDF). That is, g provably has
the correct prediction y for z over all adversarial perturba-
tions 4, i.e., arg max. g(x+0). = y, when ||d]]2 < er(z).
Note that calculating the exact probabilities p4 and pp is
challenging. Authors in [33], [46] use the Monte Carlo
sampling algorithm to estimate a lower bound p4 of
pa and an upper bound pg of pp with arbitrarily high
probability over the samples. They further set pg = 1—pa
for simplicity. Then, cr(z) = c® 1 (pa).

2.3. Bandit

In the continuous optimization setting, the bandit
method optimizes a black-box function over an infinite
domain with feedback. The black-box function means the
specific form of the function is not revealed but its func-
tion value can be observed. Due to this property, bandit
can be a natural tool to design black-box algorithms.



Next, we describe the three components: action, (bandit)

feedback, and goal, in a bandit optimization problem.

o Action: A learner plans to maximize a time-varying
reward function r.(-) with T rounds’ evaluations. In
each round ¢, the learner selects an action x; from a
action space, S, which is often defined as a convex set.

« Feedback: When the learner performs an action x; and
submits the decision to the environment in round ¢, he
will observe a reward r;(x;) at x;. As the observed
information about the reward function r; is partial (i.e.,
only the function value instead of the function itself)
and incomplete (the function value may be noisy), the
observed information is often called bandit feedback.

e Goal: As no full information in advance, the learner
uses regret to measure the performance of his policy
‘P. The goal of the learner is to design a policy P to
minimize the regret, which is defined as the gap be-
tween the expected cumulative rewards achieved by the
selected actions and the maximum cumulative rewards
achieved by the optimal action in hindsight, i.e.,

“

axr(z)],
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Rp(T) =E[>_ri(z;) —
t=1
where the expectation is taken over the randomness in
the policy P. When the policy P achieves a sublinear
regret (i.e., Rp(T) = o(T)), we say it is asymptotically
optimal as the incurred regret disappears when T is
large enough, i.e., limp_, o Rp(T)/T = 0.

2.4. Problem Setup

Suppose we have a target image segmentation model
Fy, a testing image x = {x,}Y_; with true pixel labels
y = {y,})_,. We consider that an attacker can add an
adversarial perturbation 6 = {4, }Y_, with a bounded [,-
norm € to z, i.e., 6 € A = {J : ||0]|, < €}. The attacker’s
goal is to maximally mislead Fy on the perturbed testing
image x + 4, i.e., making as many pixels as possible
wrongly predicted by Fjy. Formally,

N

m‘?x,; l[argrcr,le%i(Fg(x + 0)ne # Ynl, st, 6 € AL (5)

The above problem is challenging to solve in that the
indicator function 1[-] is hard to optimize. In practice, the
attacker will solve an alternative optimization problem that
maximizes an attack loss to find the perturbation 6. S/He
can use any attack loss in the existing works [3]-[7]. For
instance, s/he can simply maximize the loss function L:

N
max L(Fy(x +8),y) = > L(Fy(x + 6)n, yn), st 6 € A,
n=1
(6)

In this paper, we consider both white-box attacks and

black-box attacks to image segmentation models.

« White-box attacks: An attacker knows the full knowl-
edge about Fy, e.g., model parameters 6, architecture.

« Black-box attacks: An attacker has no knowledge
about the internal configurations of Fp, and s/he only
knows the confidence scores Fy(xzq) via querying Fy
with an input x4, following the existing black-box at-
tacks to image classification models [47]-[49].

3. Certified Radius Guided White-Box At-
tacks to Image Segmentation

3.1. Overview

Existing white-box attacks to image segmentation
models majorly follow the idea of attacking image classi-
fication models [12], [13]. However, these attack methods
are suboptimal. This is because the per-pixel prediction in
segmentation models can provide much richer information
for an attacker to be exploited, while classification models
only have a single prediction for an entire image. We
propose to exploit the unique pixel-wise certified radius
information from pixels’ predictions. We first observe an
inverse relationship between a pixel’s certified radius and
the assigned perturbation to this pixel (See Figure 1) and
derive pixel-wise certified radius via randomized smooth-
ing [33], [46]. Then, we assign each pixel a weight based
on its certified radius, and design a novel certified radius-
guided attack loss, where we incorporate the pixel weights
into the conventional attack loss. Finally, we design our
certified radius-guided white-box attack framework to im-
age segmentation models based on our new attack loss.

3.2. Attack Design

Our attack is inspired by certified radius. We first
define our pixel-wise certified radius that is customized
to image segmentation models.

Definition 1 (Pixel-wise certified radius). Given a base
(or smoothed) image segmentation model Fy (or Gy) and
a testing image x with pixel labels y. We define certified
radius of a pixel x,, i.e., cr(zy), as the maximal value,
such that Fy (or Gg) correctly predicts the pixel x,
against any adversarial perturbation § when its (e.g., l,)
norm is not larger than this value. Formally,

cr(z,) = maxr,
(N

From Definition 1, the certified radius of a pixel
describes the extent to which the image segmentation
model can provably has the correct prediction for this pixel
against the worst-case adversarial perturbation. Based on
this, we have the following observation that reveals the
inverse relationship between the pixel-wise certified radius
and the perturbation when designing an effective attack.
Observation 1: A pixel with a larger (smaller) certified
radius should be disrupted with a smaller (larger)
perturbation on the entire image. If a pixel has a larger
certified radius, it means this pixel is more robust to
adversarial perturbations. To wrongly predict this pixel, an
attacker should allocate a larger perturbation. In contrast,
if a pixel has a smaller certified radius, this pixel is more
vulnerable to adversarial perturbations. To wrongly predict
this pixel, an attacker just needs to allocate a smaller
perturbation. Thus, to design more effective attacks with
limited perturbation budget, an attack should avoid dis-
rupting pixels with relatively larger certified radii, but
focus on pixels with relatively smaller certified radii.

With the above observation, our attack needs to solve
three closely related problems: i) How to obtain the pixel-
wise certified radius? ii) How to allocate the perturbation

s.t. arg ma)))( Go(x + O)ne = Yn, V||0][p < 7
ce



budget in order to perturb the pixels with smaller certified
radii? and iii) How to generate adversarial perturbations to
better attack image segmentation models? To address 1),
we adopt the efficient randomized smoothing method [33],
[46]. To address ii), we design a certified-radius guided
attack loss, by maximizing which an attacker will put
more effort on perturbing pixels with smaller certified
radii. To address iii), we design a certified radius-guide
attack framework, where any existing loss-based attack
method can be adopted as the base attack.

3.2.1. Deriving the pixel-wise certified radius via ran-
domized smoothing. Directly calculating the pixel-wise
certified radius for segmentation models faces two chal-
lenges: no certification method exists; and adjusting ex-
isting certification methods for (base) image classifica-
tion models to segmentation models has extremely high
computational overheads. For instance, one can use the
approximate local Lipschitz proposed in [69]. However,
as our results shown in Section 6, it is infeasible to apply
[69] to calculate certified radius for segmentation models.

To address these challenges, we adapt the state-of-
the-art randomized smoothing-based efficient certification
method [33], [46] for smoothed image classification mod-
els. Specifically, we first build a smoothed image seg-
mentation model for the target segmentation model and
then derive the pixel-wise certified radius on the smoothed
model via randomized smoothing as below:

Theorem 1. Given an image segmentation model Fy and
a testing image x, we build a smoothed segmentation
model as Go(x) = Egnr(0,021)Fo(x + (). Then for each
pixel x,, its certified radius for ls perturbation is:

cr(zy) = U@fl(mgx Go(z)n,c)- 8)

Proof. See Appendix A.4. O

Remark 1: Theorem 1 generalizes randomized smoothing
to segmentation models. In practice, however, obtain-
ing the exact value of max. Gg(x)n,. is computationally
challenging due to the random noise /3. Here, we use
the Monte Carlo sampling algorithm as [33], [46] to
estimate its lower bound. Specifically, we first sample a
set of, say M, noises {1, 32, - , Bar} from the Gaussian
distribution A/(0,0%I) and then use the empirical mean
Go(z) = J\% Zfi 1 Fo(z+ ;) to estimate the lower bound
as max. Gg(x)n,c. In contrast to the tight certified radius
obtained in Equation 3 for image classification models, the
pixel-wise certified radius in Equation 8 cannot guarantee
to be tight for image segmentation models. Note that
our goal is not to design a better defense that requires
larger certified radii. Instead, we leverage the order of
pixels’ certified radii to identify pixels’ relative robust-
ness/vulnerability against adversarial perturbations, whose
information is used to design more effective attacks.
Remark 2: The pixel-wise certified radius derived for Iy
perturbations in Equation 8 suffices to be used for other
common norm-based, e.g., 1 and [, perturbations. This
is because a pixel with a larger 5 certified radius also
has a larger [; and [, certified radius, thus more robust
against [, and 1., perturbations?.

2. For any N-dimensional vector z, its l2, 1, and loc norms have the
relation ||z||1 < V' N||z||2 and ||z||oc < ||z||2. Thus, obtaining an lo
certified radius implies an upper bounded [ or [ certified radius.

Remark 3: The rationale of using randomized smoothing
for certification is that, when an image A is intrinsically
more robust than an image B on the base model against
adversarial perturbation, then adding a small noise to these
two images, the noisy A is still more robust than the noisy
B on the smoothed model against adversarial perturbation.
Moreover, the smoothed model has close certified radius
under a small noise (i.e., a small o) as the base model (on
which certified radius is challenging to compute). Hence,
a pixel’s certified radius on the smoothed model indicates
its robustness on the base model as well.

3.2.2. Designing a certified radius-guided attack loss.
After obtaining the certified radii of all pixels, a naive
solution is that the attacker sorts pixels’ certified radii in
an ascending order, and then perturbs the pixels one-by-
one from the beginning until reaching the perturbation
budget. However, this solution is both computationally
intensive—as it needs to solve an optimization problem
for each pixel; and suboptimal—as all pixels collectively
make predictions for each pixel and perturbing a single
pixel could affect the predictions of all the other pixels.

Here, we design a certified radius-guided attack loss
that assists to automatically find the “ideal” pixels to be
perturbed. We observe that the attack loss in Equation 6 is
defined per pixel. Then, we propose to modify the attack
loss in Equation 6 by associating each pixel with a weight
and multiplying the weight with the corresponding pixel
loss, where the pixel weight is correlated with the pixel’s
certified radius. Formally, our certified radius-guided at-
tack loss is defined as follows:

Ler(Fo(@), ) =~ D" w(an) - LFs(@)n, ), )

where w(x,) is the weight of the pixel z,. Note that
when setting all pixels with a same weight, our certified
radius-guided loss reduces to the conventional loss.

Next, we show the inverse relationship between the
pixel-wise certified radius and pixel weight; and define an
example form of the pixel weight used in our paper.
Observation 2: A pixel with a larger (smaller) certified
radius should be assigned a smaller (larger) weight
in the certified radius-guided loss. As shown in Ob-
servation 1, we should perturb more pixels with smaller
certified radii, as they are more vulnerable. That is, we
should put more weights on pixels with smaller certified
radii to enlarge these pixels’ losses—making these pixels
easier to be misclassified with perturbations. By doing so,
the image segmentation model will wrongly predict more
pixels with a given perturbation budget. In contrast, we
should put smaller weights on pixels with larger certified
radii, in order to save the usage of the budget.

There are many different ways to assign the pixel
weight such that w(z,,) ~ i~y based on Observation
2. In this paper, we propose to use the following form:

1
~ 1+exp(a-cr(z,)+b)’

(10)

w(xy)

where a and b are two scalar hyperparameters®. Fig-
ure 1(k) illustrates the relationship between the pixel-wise
certified radius and pixel weight defined in Equation 10,

3. We leave designing other forms of pixel weights as future work.
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Figure 1. (a)-(j) Illustration of our certified radius guided l2 PGD attack on a random image in Pascal VOC. We observe that using pixels’ certified
radii, our CR-PGD attack focuses more on perturbing pixels with relatively smaller certified radii, while PGD does not. Thus, our CR-PGD can
misclassify more pixels than PGD. Regarding the inverse relationship in our observations: In (i), the left-bottom pixels have relatively larger certified
radii, while the top-left/middle pixels have relatively smaller certified radii. Then, CR-PGD in (f) assigns less perturbations on the left-bottom region,
but more perturbations on the top-left/middle region of the image. In contrast, PGD in (d) assigns more perturbations on the left-bottom region, but
less on the top-lef/middle region. As a result, CR-PGD in (h) causes most pixels at the top-lef/middle to be misclassified, but PGD in (g) does not.

(g) PGD predictions (j) Pixel weights

(k) Relationship between pixel-wise certified radius and pixel weight in Equation 10, where a = 2 and b = —4.

where a = 2 and b = —4. We can observe that the pixel
weight is exponentially decreased as the certified radius
increases. Such a property can ensure that most of the
pixels with smaller radii will be perturbed (See Figure 5)
when performing the attack.

We emphasize that our weight design in Equation 10 is
not optimal; actually due to the non-linearity of neural net-
work models, it is challenging to derive optimal weights.
Moreover, as pointed out [13], introducing randomness
can make the attack more effective. Our smoothed seg-
mentation model based weight design introduces random-
ness into our attack loss, which makes our attack harder
to defend against, as shown in our results in Section 5.4.

3.2.3. Certified radius-guided white-box attacks to
generate adversarial perturbations. We use our de-
signed certified radius-guided attack loss to generate ad-
versarial perturbations to image segmentation models.
Note that we can choose any existing white-box attack as
the base attack. In particular, given the attack loss from
any existing white-box attack, we only need to modify
our attack loss by multiplying the pixel weights with the
corresponding attack loss. For instance, when we use the
PGD attack [13] as the base attack method, we have
our certified radius-guided PGD (CR-PGD) attack that
iteratively generates adversarial perturbations as follows:

5:PrOjA(6+a’V5LCT(F9(:E+5)7?J))’ Y

where « is the learning rate in PGD, A = {4 : ||d]|, < €}
is the allowable perturbation set, and Proj, projects the
adversarial perturbation to the allowable set A. The final
adversarial perturbation is used to perform the attack.
Figure 1 illustrates our certified radius-guided attack
framework to image segmentation models, where we use
the lo PGD attack as the base attack method. Algorithm 1
in Appendix details our CR-PGD attack. Comparing with
PGD, the computational overhead of our CR-PGD is
calculating the pixel-wise certified radius with a small set

of M sampled noises (every INT iterations and INT is a
predefined parameter in Algorithm 1 in Appendix), which
only involves making predictions on M noisy samples and
is very efficient. Note that the predictions are independent
and can be also parallelized. Thus, PGD and CR-PGD
have the comparable computational complexity. We also
show the detailed time comparison results in Section 5.2.

4. Certified Radius Guided Black-Box At-
tacks to Image Segmentation via Bandit

4.1. Motivation of Using Bandit

In black-box attacks, an attacker can only query the
target image segmentation model to obtain pixels’ con-
fidence scores. A key challenge in this setting is that
no gradient information is available, and thus an attacker
cannot conduct the (projected) gradient descent like white-
box attacks [11], [13], [70] to determine the perturbation
directions. A common way to address this is converting
black-box attacks with partial feedback (i.e., confidence
scores) to be the gradient estimation problem, solving
which the standard (projected) gradient descent based at-
tack can then be applied*. Existing gradient estimate meth-
ods [52] can be classified as deterministic methods (e.g.,
zero-order optimization, ZOO [53], [54]) and stochastic
methods (e.g., NES [47], SimBA [55], and bandit [56],
[57]). To perform real-world black-box attacks, query
efficiency and gradient estimation accuracy (in terms of
unbiasedness and stability) are two critical factors. ZOO
(See Equation 13) is accurate but query inefficient, while
NES and SimBA are neither accurate nor query efficient.
In contrast, bandit can achieve the best tradeoff [58], [73]
when the gradient estimator is appropriately designed.

4. Surrogate models (e.g., [71], [72]) are another common way to
transfer a black-box attack into a white-box setting, but their perfor-
mances are worse than gradient estimation methods [55], [56].



4.2. Overview

Inspired by the good properties of bandits, we formu-
late the black-box attacks to image segmentation models
as a bandit optimization problem. However, designing an
effective bandit algorithm for solving practicable black-
box attacks faces several technical challenges: 1) It should
be query efficient; 2) it should estimate the gradient accu-
rately; and 3) the most challenging, it should guarantee
the attack performance to approach the optimal as the
query number increases. We aim to address all these
challenges. Specifically, we first design a novel gradient
estimator with bandit feedback and show it only needs 2
queries per round. We also prove it is unbiased and stable.
Based on our estimator, we then propose projected bandit
gradient descent (PBGD) to construct the perturbation. We
observe that the pixel-wise certified radius can be also
derived in the considered black-box setting and be seam-
lessly incorporated into our PBGD based attack algorithm.
Based on this observation, we further design a certified
radius-guided PBGD (CR-PBGD) attack to enhance the
black-box attack performance. Finally, we prove that our
bandit-based attack algorithm achieves a tight sublinear
regret, meaning our attack is asymptotically optimal with
an optimal rate. The theoretical contributions of our regret
bound can be also seen in Appendix A.7.

4.3. Attack Design

4.3.1. Formulating black-box attacks to image segmen-
tation models as a bandit optimization problem. In the
context of leveraging bandits to design our black-box at-
tack, we need to define the attacker’s action, (bandit) fee-
back, and goal. Suppose there are 1" rounds, which means
an attacker will attack the target image segmentation
model up to T rounds. In each round ¢ € {1,2,--- ,T}:

o Action: The attacker determines a perturbation 6() € A
via a designed attack algorithm A.

« Feedback: By querying the target model with the per-
turbed image 24 6(*), attacker observes the correspond-
ing attack loss® L(5®*)) at the selected perturbation §(*).

e Goal: As the attacker only has the bandit feedback
L(6®) at the selected perturbation 6(*), the attack
algorithm A will incur a regret, which is defined as
the expected difference between the attack loss at ()
brought by A and the maximum attack loss in hindsight.
Let R 4(T) be the cumulative regret after 7" rounds, then
the regret is calculated as

Ra(T) =Y E[LE)] - max Y L),  (12)

where the expectation is taken over the randomness
from A. The attacker’s goal to minimize the regret.

Now our problem becomes: how does an attacker design
an attack algorithm that utilizes the bandit feedback via
querying the target model, and determine the adversarial
perturbation to achieve a sublinear regret? There are
several problems to be solved: (i) How to accurately
estimate the gradient (i.e., unbiased and stable) in order to

5. For notation simplicity, we will use L(J) to indicate the attack loss
L(Fy(z +6),y)-

determine the perturbation? (ii) How to make black-box
attacks query-efficient? (iii) How can we achieve a sublin-
ear regret bound? We propose novel gradient estimation
methods to solve them.

4.3.2. Two-point gradient estimation with bandit feed-
back. We first introduce two existing gradient estima-
tors, i.e., the deterministic method-based ZOO [53], [54]
and stochastic bandit-based one-point gradient estimator
(OPGE) [73]-[75], and show their limitations. We do not
show the details of NES [47] and SimBA [55] because
they are neither accurate nor query efficient. Then, we
propose our two-point gradient estimator.

Z0OO. It uses the finite difference method [76] and
determinately estimates the gradient vector element-by-
element. Specifically, given a perturbation §, ZOO esti-
mates the gradient of the i-th element, i.e., VL();, as

d + ve;) — L(6 — ve;)
2y
where v is a small positive number and e; is a standard
basis vector with the ¢-th element be 1 and 0 otherwise.
Z0O0 is an unbiased gradient estimator. However, it
faces two challenges: (i) It requires a sufficiently large
number of queries to perform the gradient estimation,
which is often impracticable due to a limited query budget.
Specifically, ZOO depends on two losses L(6 + ~ye;) and
L(6—~e;), which is realized by querying the target model
twice using the two points & + vye; and  — ye;, and
estimates the gradient of a single element ¢ per round. To
estimate the gradient vector of N elements, ZOO needs
2N queries per round. As the number of pixels NV in an
image is often large, the total number of queries often
exceeds the attacker’s query budget. (ii) It requires the loss
function L to be differentiable everywhere, while some
loss functions, e.g., hinge loss, is nondifferentiable.
One-point gradient estimator (OPGE). It estimates the
whole gradient in a random fashion. It first defines a
smoothed loss L(§) of the loss L(4) at a given perturbation
¢ as follows:

§79° = VL) ~ K . (13)

L(3) = Eyen, [L(5 +yv)], (14)

where B, is a unit [,-ball, i.e., B, = {u : ||u||, < 1},
and v is a random vector sampling from B,. Then, by
observing that L(§) ~ L(6) when ~ is sufficiently small,
OPGE uses the gradient of L() to approximate L(§).
Specifically, the estimated gradient L(4) has the following
form [73]-[75]:

N A N
gOPGE =VL() = ]Euesp[glz((; + yu)ul, (15)

where S, is a unit [,-sphere, i.e., S, = {u : |Ju|[, = 1}.
To calculate the expectation in Equation 15, OPGE simply
samples a single @ from S, and estimates the expectation
as %L(é + y4)G. As OPGE only uses a point § + i
to obtain the feedback L(6 + ), it is called one-point
gradient estimator.

OPGE is extremely query-efficient as the whole gra-
dient is estimated with only one query (based on one
point § + ). The gradient estimator §°PEF is differen-
tiable everywhere even when the loss function L is non-
differentiable. It is also an unbiased gradient estimation



TABLE 1. COMPARING ZOO, NES, OPGE, AND TPGE.

[ Method [ 700 [ NES [ SimBA [ OPGE [ TPGE ]
Type Deter. Stoc. Stoc. | Stoc. | Stoc.
#Queries per round | 2#pixels | >= 100 | #pixels 1 2
Stable Yes No No No Yes
Unbiased Yes Yes No Yes Yes
Differentiable Loss | Yes No No No No

method, same as ZOO. However, OPGE has two key
disadvantages: (i) Only when + is extremely small can
L(6) be close to L(§). In this case, the coefficient N/~
would be very large. Such a phenomenon will easily
cause the updated gradient out of the feasible image space
[0, 1]V, (ii) The estimated gradient norm is unbounded as
it depends on ~, which will make the estimated gradient
rather unstable when only a single @ is sampled and used.
The proposed two-point gradient estimator (TPGE). To
address the challenges in OPGE, we propose a two-point
gradient estimator (TPGD). TPGD combines the idea of
700 and OPGE: On one hand, similar to OPGE, we build
a smoothed loss function to make the gradient estimator
differentiable everywhere and estimate the whole gradient
at a time; On the other hand, similar to ZOO, we use two
points to estimate the gradient, in order to eliminate the
dependency caused by +, thus making the estimator stable
and correct. Specifically, based on Equation 15, we first
set u as its negative form —u, which also belongs to S,,
and have VL(0) = Eyes, [%L(é—’yu)(—u)]. Combining
it with Equation 15, we have the estimated gradient as:

§TPOE = VL) = ugjsp[%(L(a +yu) — L(§ — yu))ul.
(16)
The properties of § are shown in Theorem 2 (See
Section 4.4). In summary, §7 ¥ is an unbiased gradient
estimator and has a bounded gradient norm independent of
~. An unbiased gradient estimator is a necessary condition
for the estimated gradient to be close to the true gradient;
and a bounded gradient norm can make the gradient
estimator stable.
Comparing gradient estimators. Table 1 compares ZOO,
NES, SimBA, OPGE, and TPGE in terms of query-
efficiency, stability, unbiasedness of the estimated gradi-
ent, and whether the gradient estimator requires a differ-
entiable loss or not. We observe that our TPGE achieves
the best trade-off among these metrics.

TPGE

4.3.3. Projected bandit gradient descent attacks to
generate adversarial perturbations. According to Equa-
tion 16, we need to calculate the expectation to estimate
the gradient. In practice, TPGE samples a unit vector
u from S, and estimates the expectation as g7 GE —
N/2v(L(6+~u) — L(§ —yu)) u. Specifically, TPGE uses
two points §+~u and § —yu to query the target model and
obtains the bandit feedback L(§ + yu) and L(§ — yu).
Thus, it is called two-point gradient estimator. We call
GTPCE as a bandit gradient estimator because it is based
on bandit feedback. Then, we use this bandit gradient es-
timator and propose the projected bandit gradient descent
(PBGD) attack to iteratively generate adversarial pertur-
bations against image segmentation models as follows:

§ = Projo (6 + o - gTPOF). a7

where « is the learning rate in the PBGD. Proj, projects
the adversarial perturbation to the allowable set A. The
final adversarial perturbation is used to perform the attack.

4.3.4. Certified radius-guided projected bandit gradi-
ent descent attacks. We further propose to enhance the
black-box attacks by leveraging the pixel-wise certified
radius information. Observing from Equation 8, we notice
that calculating the pixel-wise certified radius only needs
to know the outputs of the smoothed image segmentation
model Gy, which can be realized by first sampling a set of
noises offline and adding them to the testing image, and
then querying the target model Fy with these noisy images
to build Gy. Therefore, we can seamlessly incorporate the
pixel-wise certified radius into the projected bandit gradi-
ent descent black-box attack. Specifically, we only need to
replace the attack loss L with the certified radius-guided
attack loss L., defined in Equation 9. Then, we have the
certified radius-guided two point gradient estimator, i.e.,

GLPEE | as follows:

.@Z;PGE = VLer(6) = uv]gESp[% (LfﬁT(6+7u)_Lcr(5_’Yu))u]'

(13)
Similar to TPGE, we sample a u from S, and estimate the
expectation as gLPGE = %(LC,.(6+7u)—LCT.(6—7u))u.
Then, we iteratively generate adversarial perturbations via
the certified radius-guided PGBD (CR-PGBD) as follows:

§ =Projo (6 + - gLPEE), (19)

Algorithm 2 in Appendix details our PBGD and CR-
PBGD black-box attacks to image segmentation models.
By attacking the target model up to 7' rounds, the total
number of queries of PBGD is 27, as in each round we
only need to get 2 loss feedback. Note that in CR-PBGD,
we need to sample M noises and query the model M
times to calculate the certified radius of pixels and get 2
loss feedback. In order to save queries, we only calculate
the pixels’ certified radii every INT iterations. Thus, the
total number of queries of CR-PBGD is (1 22T +
o (24 M)T =27 + MT

INT *

1
fm)

4.4. Theoretical Results

In this subsection, we theoretically analyze our PBGD
and CR-PGBD black-box attack algorithms. We first char-
acterize the properties of our proposed gradient estimators
and then show the regret bound of the two algorithms.

Our analysis assumes the loss function to be Lipschitz
continuous, which has been validated in recent works [77],
[78] that loss functions in deep neural networks are often
Lipschitz continuous. Similar to existing regret bound
analysis for bandit methods [79], we assume the loss func-
tion is convex (Please refer to Appendix A.5 the defini-
tions). Note that optimizing non-convex functions directly
is challenging due to its NP-hardness in general [80]. Also,
there exist no tools to derive the optimal solution when
optimizing non-convex functions, and thus existing works
relax to convex settings. In addition, as pointed out in [80],
convex analysis often plays an important role in non-
convex optimization. We first characterize the properties
of our gradient estimators in the following theorem:



Theorem 2. gTP GE (or GIPGE) is an unbiased gradient

estimator of VL (or VLCT ). Assume the loss function L
(or the CR-guided loss function L..(-)) is C (or C.)-
Lipschitz continuous with respect to l,-norm, then gTrPGE

(or gTPGE) fias a bounded l,-norm, i.e., p < NC (or
||gcr||p < NC).
Proof. See Appendix A.S5. 0

Next, we analyze the regret bound achieved by our
PBGD and CR-PBGD black-box attacks.

Theorem 3. Assuming L (or L.,) is C (or C’cr )-Lipschitz
continuous and both are convex. Suppose we use the
PBGD attack to attack the image segmentation model Fy

. . VN

up to T rounds by setting a learning rate o = —X—7=
d v = X2 in Equation 16. Then, th K incurs a
and vy = = in Equation 16. Then, the attack incurs a

sublinear regret REPEP (T) bounded by O(VT), i.e.,

T
REPGD(T) = STE(L(™)} — TL(5.) < NICVT.  (20)
t=1
Similarly, if we use the CR-PBGD attack with a learning
3
rate o = 20% and v = % the attack incurs a
sublinear regret RCR PBED (T bounded by O(V/T),

RGR-PBGD (1) = ZE{LCT(d(t))}fTLCT(é*) < N2, VT.

Proof. See Appendix A.6. O

Remark. The sublinear regret bound establishes our the-
oretically guaranteed attack performance, and it indicates
the worst-case regret of our black-box attacks. With a sub-
linear regret bound O(+/T), the time-average regret (i.e.,
RA(T)/T) of our attacks will diminish as T increases
(though the input dimensionality N may be large), which
also implies that the generated adversarial perturbation is
asymptotically optimal. Moreover, the O(v/T) bound is
tight, meaning our attack obtains the asymptotically opti-
mal perturbation with an optimal rate. More discussions
about regret bounds are in Appendix A.7.

5. Evaluation

5.1. Experimental Setup

Datasets. We use three widely used segmentation datasets,
i.e., Pascal VOC [63], Cityscapes [64], and ADE20K [65]
for evaluation. More dataset details are in Appendix A.1.
Image segmentation models. We select three modern
image segmentation models (i.e., PSPNet, PSANet [8],
[9]°, and HRNet [10]7) for evaluation. We use their public
pretrained models to evaluate the attacks. By default,
we use PSPNet, HRNet, and PSANet to evaluate Pascal
VOC, Cityscapes, and ADE20K, respectively. Table 2
shows the clean pixel accuracy and MIoU (See the end of
Section 5.1) of the three models on the three datasets.
Compared baselines. We implement our attacks in Py-
Torch. All models are run on a Linux server with 96 core
3.0GHz CPU, 768GB RAM, and 8 Nvidia A100 GPUs.
The source code of our attacks is publicly available at®.

6. https://github.com/hszhao/semseg
7. https://github.com/HRNet/HRNet- Semantic- Segmentation
8. https://github.com/randomizedheap/CR_Attack

TABLE 2. PiIXAcC AND MIOU OF THE THREE SEGMENTATION
MODELS ON THE THREE DATASETS WITHOUT ATTACK.

Model | Dataset [ PixAcc MIoU
Pascal VOC | 94.4% 77.3%
PSPNet Cityscapes 95.0% 72.7%

ADE20K 78.2% 38.1%
Pascal VOC | 94.3% 76.9%
PSANet Cityscapes 94.8%  71.4%

ADE20K 79.4% 39.5%
Pascal VOC | 94.8% 79.4%
HRNet-OCR | Cityscapes 95.2%  74.3%
ADE20K 80.5%  40.6%

o White-box attack algorithms. [7] performed a sys-
tematic study to understand the robustness of modern
segmentation models against adversarial perturbations.
They found that the PGD attack [13] performed the best
among the compared attacks (We also have the same
conclusion in Table 3). Thus, in this paper, we mainly
use PGD as the base attack and compare it with our
CR-PGD attack. We note that our certified radius can
be incorporated into all the existing white-box attacks
and we show additional results in Section 6. Details of
the existing attack methods are shown in Appendix A.3.

« Black-box attack algorithms. We mainly evaluate our
projected bandit gradient descent (PBGD) attack and
certified radius-guided PBGD (CR-PBGD) attack.

Parameter settings. Consider black-box attacks are more
challenging than white-box attacks, we set different val-
ues for certain hyperparameters in the two attacks. For
instance, we set a larger [, perturbation budget € and larger
number of iterations 7' when evaluating black-box attacks.

o White-box attack settings. Our CR-PGD and PGD
attacks share the same hyperparameters. Specifically,
we set the total number of iterations 7' = 50, 50, 20
and the learning rate o = 22¢, 25¢ £ (o generate Iy I,
and [, perturbations, respectively. We set the weight
parameters ¢ = 2 and b = —4, and INT = M. We
also study the impact of the important hyperparameters
in our CR-PGD attack: Gaussian noise ¢ in certified
radius, number of samples M in Monte Carlo sampling,
and [, perturbation budget €, etc. By default, we set
o = 0.001 and M = 8, and ¢ = 750,1.5,0.006
for [y, Iz, and [, perturbations, respectively. When
studying the impact of a hyperparameter, we fix the
other hyperparameters to be their default values.

« Black-box attack settings. We set the learning rate o =
5-10~%, Gaussian noise ¢ = 0.001, number of samples
M = 8, weight parameters a = 2 and b = —4, and
INT = 2M. We mainly study the impact of the total
number of iterations 7" and the [, perturbation budget e.
By default, we set 7' = 15,000 and ¢ = 10000, 10, 0.05
for [y, ls, and [, perturbations, respectively.

Evaluation metrics. We use two common metrics to eval-
uate attack performance to image segmentation models.

« Pixel accuracy (PixAcc): Fraction of pixels predicted
correctly by the target model over the testing set.

o« Mean Intersection over Union (MIoU): For each
testing image x and pixel label c, it first computes the

ratio JoU? = %, where PZ denotes the pixels

in 2 predicted as label ¢ and G? denotes the pixels in x

with the groudtruth label c. Then MIoU is the average

of ToUZ over all testing images and all pixel labels.
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https://github.com/HRNet/HRNet-Semantic-Segmentation
https://github.com/randomizedheap/CR_Attack
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TABLE 3. PIXEL ACCURACY WITH THE EXISTING ATTACKS.

Dataset
Attack ‘ Norm asca ftyScapes
11 79.8% 90.8% 59.4%
FGSM lo 80.7% 91.0% 59.9%
loo 74.7% 85.1% 54.4%
DAG [0 69.1% 75.4% 47.8%
I 37.7% 63.0% 17.0%
PGD lo 39.7% 58.1% 18.2%
loo 30.5% 26.1% 23.5%

5.2. Results on White-box Attacks

In this section, we show results on white-box attacks
to segmentation models. We first compare the existing
attacks and show that the PGD attack achieves the best at-
tack performance. Next, we compare our certified radius-
guided PGD attack with the PGD attack. Finally, we study
the impact of the important hyperparameters in our CR-
PGD attack. We defer all MIoU results to Appendix A.2.

5.2.1. Verifying that PGD outperforms the existing at-
tacks. We compare the PGD attack [7] with FGSM [7] and
DAG [3], two other well-known attacks to image segmen-
tation models (Please see their details in Appendix A.3).
Note that DAG is only for [, perturbation. We set the
perturbation budget € to be 750, 1.5, 0.006 for I1, l2, and [,
perturbations, respectively. The compared results of these
attacks are shown in Table 3. We observe that PGD con-
sistently and significantly outperforms FGSM and DAG
in all the three datasets. Based on this observation, we
will select PGD as the default base attack in our certified
radius-guided attack framework.

10

o o

0175
o
0.150 5 0150

0125

0.075

Perturbation Ratio

Perturbation Ra

0,050
0.025 0.025

0.000

0.000
o

Cezrtiﬂed Iziad\us ) Cezrtlfied I;adius ’
(a) PGD (b) CR-PGD

Figure 5. Distribution of pixel perturbations vs. pixel-wise certified
radius of PGD and CR-PGD on 10 random images.

5.2.2. Comparing CR-PGD with PGD. We compare
PGD and CR-PGD attacks with respect to 1, I, and [
perturbations. The pixel accuracy on the three datasets vs.
perturbation budget e are shown in Figure 2, Figure 3, and
Figure 4, respectively. The MIoU on the three datasets
vs. l1, ls, and [, perturbation budget € are shown in
Figure 12, Figure 13, and Figure 14 in Appendix A.2,
respectively. We have the following observations:

Our CR-PGD attack consistently outperforms the PGD
attack in all datasets, models, and [, perturbations.
For instance, when attacking PSANet on Cityscapes with
[1-perturbation and e 500, our CR-PGD attack has
a relative 53.8% gain over the PGD attack in reducing
the pixel accuracy; When attacking HRNet on Pascal
VOC with [y-perturbation and € 1.5, CR-PGD has a
relative 9.4% gain over PGD; When attacking PSPNet on
ADE20K with [, -perturbation and € = 0.004, CR-PGD
has a relative 12.7% gain over PGD. Across all settings,
the average relative gain of CR-PGD over PGD is 13.9%.
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These results validate that pixel-wise certified radius
can indeed guide CR-PGD to find better perturbation
directions, and thus help better allocate the pixel pertur-
bations. To further verify it, we aim to show that more
perturbations should be added to the pixels that easily
affected others, such that more pixels are misclassified.
We note that directly finding pixels that mostly easily
affect others is a challenging combinatorial optimization
problem. Hence we use an alternative way, i.e., show the
distribution of pixel perturbations vs. pixel-wise certified
radius, to approximately show the effect. Our intuition
is that: for pixels with small certified radii, perturbing
them can also easily affect other neighboring pixels with
small certified radii. This is because neighboring pixels
with small certified radii can easily affect each other,
which naturally forms the groups in the certified radius
map (also see Figure 1(i)). Figure 5 verifies this intuition,
where we test 10 random testing images in Pascal VOC.
We can see that a majority of the perturbations in CR-
PGD are assigned to the pixels with relatively smaller
certified radii, in order to wrongly predict more pixels. In
contrast, most of the perturbations in PGD are assigned to
the pixels with relatively larger certified radii. As wrongly
predicting these pixels requires a larger perturbation, PGD
misclassifies much fewer pixels than our CR-PGD.
Different models have different robustness. Overall,
HRNet is the most robust against the PGD and CR-
PGD attacks, in that it has the smallest PixAcc drop
when ¢ increases. On the other hand, PSPNet is the most
vulnerable. We note that [7] has similar observations.
Running time comparison. Over all testing images in
the three datasets, the average time of CR-PGD is 4.0
seconds, while that of PGD is 3.6 seconds. The overhead
of CR-PGD over PGD is 11%.

5.2.3. Impact of the hyperparameters in CR-PGD.

Pixel-wise certified radius and pixel weights are key com-
ponents in our CR-PGD attack. Here, we study the impact
of important hyperparameters in calculating the pixel-wise
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TABLE 4. PIXACC WITH DIFFERENT a AND b IN [2 CR-PGD.

Dataset a b b=-2 | b=-3 | b=—-4
a=1 33.6% 35.6% 381%

Pascal VOC | a =2 28.3% 31.8% 30.9%
a=3 32.4% 31.2% 30.7%

a=1 54.1% 55.3% 56.5%

CityScape a=2 52.7% 52.5% 50.7%
a=3 54.8% 53.5% 52.6%

a=1 17.7% 18.6% 20.0%

ADE a=2 15.1% 16.2% 14.6%
a=3 14.4% 15.0% 15.3%

certified radius: number of samples M in Monte Carlo
sampling and Gaussian noise o, and a and b in calculating
the pixel weights. Figure 6 (and Figure 15 in Appendix)
and Figure 7 (and Figure 16 in Appendix) show the impact
of M and o on our CR-PGD attack’s pixel accuracy with
l1, I, and [, perturbation, respectively. Table 4 shows our
CR-PGD attack’s pixel accuracy with different a and 0.
We observe that: (i) Our CR-PGD attack is not sensitive
to M. The benefit of this is that an attacker can use a
relatively small M in order to save the attack time. (ii) Our
CR-PGD attack has stable performance within a range of
small o. Such an observation can guide an attacker to set
a relatively small o when performing the CR-PGD attack.
More results on studying the impact of o w.r.t. 1,12, [
perturbations on different models and datasets are shown
in Figure 17 to Figure 19 in Appendix A.2. (iii) Our CR-
PGD attack is stable across different a and b, and ¢ = 2
and b = —4 achieves the best tradeoff.

5.3. Results on Black-Box Attacks

In this subsection, we show results on black-box at-
tacks. We first compare the gradient estimators proposed
in Section 4.3. Then, we compare our proposed PBGD
and CR-PBGD attacks®. Finally, we study the impact of
the number of queries, which is specific to black-box

9. [3] studied the transferability between segmentation models. How-
ever, transferability-based attacks only have limited performance—the
pixel accuracy only dropped 3-5% after the attack.
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attacks. Note that we do not study the impact of other
hyperparameters as our attacks are not sensitive to them,
shown in the white-box attacks.

5.3.1. Comparing different gradient estimators. In this
experiment, we compare our two-point gradient estimator
(TPGE) with the OPGE for simplicity. We do not com-
pare with the deterministic ZOO as it requires very huge
number of queries, which is computationally intensive and
impractical. We also note that stochastic NES [47] has
very close performance as OPGE. For example, with an
lo perturbation to be 10, we test on Pascal VOC with the
PSPNet model and set #populations to be 100. The PixAcc
with NES is 77.4%, which is close to OPGE’s 76.9%. For
conciseness, we thus do not show NES’s results. Figure 9
shows the results on attack loss and attack performance.
We observe in Figure 9(a) that the attack loss obtained by
our TPGE stably increases, while obtained by the OPGE is
unstable and sometimes decreases. Moreover, as shown in
Figure 9(b), black-box attacks with TPGE achieve much
better attack performance than with the OPGE—almost
fails to work. The two observations validate that our TPGE
outperforms the OPGE in estimating gradients and thus is
more useful for attacking image segmentation models.

5.3.2. Comparing PBGD with CR-PBGD. Figure 8
shows the PixAcc with our PBGD and CR-PBGD attacks
and different [, perturbations vs. perturbation budget e
on the three models and datasets. The MIoU results are
shown in Appendix A.2. We have two observations. First,
as e increases, the PixAcc decreases in all models and
datasets with both CR-PBGD and PBGD attacks. Note
that the PixAccs are larger that those achieved by white-
box attacks (See Figures 2-4). This is because white-box
attacks use the exact gradients, while black-box attacks
use the estimated ones. Second, CR-PBGD shows better
attack performance than PBGD from two aspects: (i)
All models have a smaller pixel accuracy with the CR-
PBGD attack than that with the PBGD attack. (ii) The
CR-PBGD attack can decrease the pixel accuracy more
than the PBGD attack as € increases. These results again
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demonstrate that the certified radius is beneficial to find
more “vulnerable” pixels to be perturbed.

5.3.3. Impact of the number of iterations/queries.
Note that with 7T iterations, our CR-PBGD attack has
total queries 2.57" (with INT = 2M), while the PBGD
attack has total queries 27. For a fair comparison, we
set a same number of queries for PBGD, i.e., we set its
iteration number to be 1.257". For brevity, we still use a
same notation 7" when comparing them.

Figure 10 shows the PixACC vs. T against [y pertur-
bation. Note that the results on [y and [, perturbations
have similar tendency. Figure 21 in Appendix A.2 shows
the MIoU vs. T'. We observe that both the attacks perform
better as 7' increases. This is because a larger number of
queries can reveal more information about the segmen-
tation model to the attacker. Compared with PBGD, the
CR-PBGD attack can decrease the pixel accuracy faster.

5.4. Defenses

One defense is attempting to remove the certified ra-
dius information of all pixels, thus making the certified ra-
dius information no longer useful for attackers. However,
this method will make the image segmentation model use-
less. Specifically, remember that a pixel’s certified radius
indicates the pixel’s intrinsic confidence to be correctly
predicted. To remove certified radius information, we must
require the pixel’s outputted confidence scores to be even
across all labels, which means the image segmentation
models’ performance is random guessing.

A second defense is to design robust image segmen-
tation models using the existing defenses. Particularly,
we choose the state-of-the-art empirical defense fast ad-
versarial training (FastADT) [66], and certified defense
SEGCERTIFY [67]. To avoid the sense of false secu-
rity [68], we only defend against the white-box CR-PGD
attack. We first compare FastADT and SEGCERTIFY.
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TABLE 5. COMPARING FGSM AND CR-FGSM.

Model

[ O T &2 ] O [ b [ lo

T |

PSPNet-Pascal [79.8% [80.7% [ 74.7% [ 78.7% [ 79.1% [ 73.2%

HRNet-Cityscape [ 37.7% | 63.0% [ 17.0% | 36.1% | 61.6% | 15.6%

PSANet-ADE20K | 59.4% [ 59.9% [ 54.4% [ 57.9% | 58.6% | 53.4%

Note that SEGCERTIFY can only defend against the [
perturbation. By setting an [y perturbation budget as 10,
the PixAccs with SEGCERTIFY are 21.9%, 26.3%, and
17.5% on the three datasets, respectively, while those
with FastADT are 41.4%, 45.6%, and 29.2%, respectively.
These results show that FastADT significantly outper-
forms SEGCERTIFY. Next, we focus on adopting Fas-
tADT to defend against CR-PGD. Figure 11 and Figure 20
in Appendix A.2 show PixAcc and MIoU with FastADT
vs. perturbation budget € on the three models and datasets
against CR-PGD, respectively. As a comparison, we also
show defense results against the PGD attack. We observe
that: (i) FastADT achieves an accuracy-robustness trade-
off, i.e., the clean (undefended) pixel accuracy decreases
at the cost of maintaining the robust accuracy against the
attacks. (ii) CR-PGD is more effective than PGD against
FastADT, which again verified that pixel-wise certified
radius is important to design better attacks.

A third defense is to enhance the existing strongest
defenses, i.e., FastADT. The current FastADT is trained
on adversarial perturbations generated by the state-of-the-
art PGD attack and then used to defend against our CR-
PGD attack. Here, we propose a variant of FastADT,
called CR-FastADT, which assumes the defender knows
the details of our CR-PGD attack, and trains on adversarial
perturbations generated by our CR-PGD. For instance,
we evaluate CR-FastADT on Pascal VOC with PSPNet.
When setting the Lo perturbation to be 5, 10, 15, the
PixAccs with CR-FastADT are 59.8%, 47.9%, and 38.7%
respectively, which are marginally (1.3%, 2.3%, and 2.5%)
higher than those with FastADT, i.e., 58.5%, 45.6%, and
36.2%. This verifies that CR-FastADT is a slightly better
defense than FastADT, but not that much.

6. Discussion

Applying our certified radius-guided attack framework
to other attacks. In the paper, we mainly apply the pixel-
wise certified radius in the PGD attack. Actually, it can be
also applied in other attacks such as the FGSM attack [7]
(Details are shown in the Appendix A.3) and enhance
its attack performance as well. For instance, Table 5
shows the pixel accuracy with FGSM and FGSM with
certified radius (CR-FGSM) on the three image segmen-
tation models and datasets. We set all parameters same as
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PGD/CR-PGD. For instance, the perturbation budget € is
€ = 750, 1.5,0.006 for Iy, l2, and [, perturbations, respec-
tively. We observe that CR-FGSM consistently produces
a lower pixel accuracy than FGSM in all cases, showing
that certified radius can also guide FGSM to achieve better
attack performance.

Randomized smoothing vs. approximate local Lips-
chitz based certified radius. Weng et al. [69] proposed
CLEVER, which uses sampling to estimate the local Lip-
schitz constant, then derives the certified radius for image
classification models. CLEVER has two sampling relevant
hyperparameters N, and N. In the untargeted attack case
(same as our setting), CLEVER requires sampling the
model N, X N x |Y| times to derive the certified radius,
where || is the number of classes. The default value
of Ny and N, are 50 and 1024, respectively. We can
also adapt CLEVER to derive pixel’s certified radius for
segmentation models and use it to guide PGD attack.

With these defaults values, we test that CLEVER is 4
orders of magnitude slower than randomized smoothing.
We then reduce N, and N,. When N, = 10 and N, = 32,
CLEVER is 2 orders of magnitude slower, and its attack
effectiveness is less effective than ours. E.g., on Pascal
VOC dataset and PSPNet model, with [; perturbation
budget 1.5, it achieves an attack accuracy 35.4%, while
our CR-PGD attack achieves 30.9%. In the extreme case,
we set N, 10 and N, = 1 and CLEVER is still 1
order of magnitude slower, and it only achieves 41.6%
attack accuracy, even worse than vanilla PGD attack which
achieves 39.7%. This is because the calculated pixels’
certified radii are very inaccurate when N, = 1.

Evaluating our attack framework for target attacks.
Our attack framework is mainly for untargeted attacks,
i.e., it aims to misclassify as many pixels as possible,
while not requiring what wrong labels to be. This is
actually due to the inherent properties of certified radius—
if a pixel has a small certified radius, this pixel is easily
misclassified to be any wrong label, but not a specific one.
On the other hand, targeted attacks misclassify pixels to be
specific wrong labels. Nevertheless, we can still adapt our
attack framework to perform the targeted attack, where
we replace the existing attack loss for untargeted attacks
to be that for target attacks. We experiment on Pascal
VOC and PSPNet with a random target label and 500
testing images and set /o perturbation budget as 10. We
show that 95.3% of pixels are misclassified to be the target
label using our adapted attack, and 96.5% of pixels are
misclassified to be the target label using the state-of-the-
art target attack [81]. This result means our attack is still
effective and achieves comparable results with specially
designed targeted attacks.



Comparing white-box CR-PGD vs. black-box CR-
BPGD. We directly compare our white-box CR-PGD and
black-box CR-BPGD in the same setting, and consider
lo perturbation. Specifically, by setting the perturbation
budget ¢ = 5,10, 15, pixel accuracies with CR-PGD are
17.9%, 13.7%, and 10.4%, respectively, while that with
CR-BPGD are 61.7%, 52.9%, and 45.5%, respectively.
The results show that white-box attacks are much more
effective than black-box attacks and thus there is still room
to improve the performance of black-box attacks.
Adversarial training with CR-PGD samples. We eval-
uate CR-PGD for adversarial training and recalculate the
CR for the pixels with the (e.g., 20%) least CR. Using
CR-PGD for adversarial training increases the CR of these
pixels by 11%. This shows that CR-PGD can also increase
the robustness of “easily perturbed” pixels.

Defending against black-box attacks. We use FastADT
to defend against our black-box CR-PBGD attack. We
evaluate FastADT on Pascal VOC with the PSPNet model
and set [y perturbation to be 10. We note that the PixAcc
with no defense is 52.9%, but can be largely increased
to 71.5% when applying FastADT. As emphasized, a
defender cares more on defending against the “strongest”
white-box attack, as defending against the “weakest”
black-box attack does not mean the defense is effective
enough in practice. This is because an attacker can always
leverage better techniques to enhance the attack.
Applying our attacks in the real world and the dif-
ficulty. Let’s consider tumor detection and traffic sign
prediction systems. An insider in an insurance company
can be a white-box attacker, i.e., s/he knows the tumor
detection algorithm details. S/He can then modify her/his
medical images to attack the algorithm offline by using
our white-box attack and submitting modified images for
fraud insurance claims. An outsider that uses a deployed
traffic sign prediction system can be a black-box attacker.
For example, s/he can iteratively query the system with
perturbed “STOP” sign images and optimize the pertur-
bation via our black-box attacks. The attack ends when
the final perturbed “STOP” sign is classified, e.g., as a
“SPEED” sign. S/He finally prints this perturbed “STOP”
sign for physical-world attacks. The difficulties lie in that
this attack may involve many queries, but note that there
indeed exist physical-world attacks using the perturbed
“STOP” sign [82].

7. Related Work

Attacks. A few white-box attacks [3], [4], [6], [7] have
been proposed on image segmentation models. For in-
stance, Xie et al. [3] proposed the first gradient based at-
tack to segmentation models. Motivated by that pixels are
separately classified in image segmentation, they devel-
oped the Dense Adversary Generation (DAG) attack that
considers all pixels together and optimizes the summation
of all pixels’ losses to generate adversarial perturbations.
Arnab et al. [7] presented the first systematic evaluation of
adversarial perturbations on modern image segmentation
models. They adopted the FGSM [11], [12] and PGD [13]
as the baseline attack. Existing black-box attacks, e.g.,
NES [47], SimBA [55] and ZOO [54], to image classifica-
tion models can be adapted to attack image segmentation
models. However, they are very query inefficient.
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Defenses. A few defenses [67], [83]-[87] have been pro-
posed recently to improve the robustness of segmentation
models against adversarial perturbations. For instance,
Xiao et al. [83] first characterized adversarial perturbations
based on spatial context information in segmentation mod-
els and then proposed to detect adversarial regions using
spatial consistency information. Xu et al. [87] proposed a
dynamic divide-and-conquer adversarial training method.
Latterly, Fischer et al. [67] adopted randomized smoothing
to develop the first certified segmentation. Note that we
also use randomized smoothing in this paper, but our goal
is not to use it to defend against attacks.
Certified radius. Various methods [14]-[30] have been
proposed to derive the certified radius for image clas-
sification models against adversarial perturbations. How-
ever, these methods are not scalable. Randomized smooth-
ing [31]-[45] was the first method to certify the robustness
of large models and achieved the state-of-the-art certified
radius. For instance, Cohen et al. [33] obtained a tight [y
certified radius with Gaussian noise on normally trained
image classification models. Salman et al. [46] improved
[33] by combining the design of an adaptive attack against
smoothed soft image classifiers and adversarial training
on the attacked classifiers. Many follow-up works [41]-
[43], [88]-[91] extended randomized smoothing in various
ways and applications. For instance, Fischer et al. [§9] and
Li et al. [88] proposed to certify the robustness against
geometric perturbations. Chiang et al. [91] introduced me-
dian smoothing and applied it to certify object detectors.
Jia et al. [41] and Wang et al. [42] applied randomized
smoothing in the graph domain and derived the certified
radius for community detection, node/graph classifications
methods against graph structure perturbation.

In contrast, we propose to leverage certified radius
derived by randomized smoothing to design better attacks
against image segmentation models'®.

8. Conclusion

We study attacks to image segmentation models. Com-
pared with image classification models, image segmenta-
tion models have richer information (e.g., predictions on
each pixel instead of on an whole image) that can be
exploited by attackers. We propose to leverage certified
radius, the first work that uses it from the attacker per-
spective, and derive the pixel-wise certified radius based
on randomized smoothing. Based on it, we design a
certified radius-guide attack framework for both white-box
and black-box attacks. Our framework can be seamlessly
incorporated into any existing attacks to design more
effective attacks. Under black-box attacks, we also design
a random-free gradient estimator based on bandit: it is
query-efficient, unbiased and stable. We use our gradient
estimator to instantiate PBGD and certified radius-guided
PBGD attacks, both with a tight sublinear regret bound.
Extensive evaluations verify the effectiveness and general-
izability of our certified radius-guided attack framework.
Acknowledgments. We thank the anonymous reviewers
for their constructive feedback. This work was supported
by Wang’s startup funding, Cisco Research Award, and
National Science Foundation under grant No. 2216926.

10. Concurrently, we note that [92] also proposed more effective
attacks to graph neural networks based on certified robustness.
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Appendices

A.l. Dataset Details

Detailed of the used datasets are as below:

« Pascal VOC [63]. It consists of internet images labeled

with 21 different classes. The training set has 10582 im-
ages when combined with additional annotations from
[93]. The validation set contains 1449 images.
Cityscapes [64]. It consists of road-scenes captured
from car-mounted cameras and has 19 classes. The
training set totals 2975 images and the validation set
has 500 images. As the dataset contains high-resolution
images (2048x1024 pixels) that require too much mem-
ory for segmentation models, we resize all images to
1024x512 before training, same as [7].



Input: Image segmentation model Fp, testing image x
with pixel labels y, perturbation budget e,
learning rate «, #iterations 1", weight
parameters a and b, #samples M, Gaussian
variance o, interval INT.

Output: Adversarial perturbation 6%,

1 Initialize: 6 =0 B = {5: 0], < €}.
2 fort=0,1,--- , T —1do
if t mod INT != 0 then
‘ Reuse the pixel weights:
else

= 7 N

Sample M noises:
B; ~ N(0,0%1),5 € {1,2,..., M};
7 Define the perturbed image: ) = & + §(*);
8 Compute the smoothed segmentation model:
Ga) = 37 3071, Fo(2 + B5);
9 Estimate the lower bound probabilities of the
top label for each pixel a2t
Pn = mMaXc G(x(t))n,c;
Calculate the certified radius for each pixel
2 cr(msf)) =o® ! (pn);
Assign a weight to each pixel 2

10

11
12
13

end

Define the certified radius-guided loss:
LCT(FG(x(t))f y) =
& Sy wn - L(Fo(w)), yn);

Run CR-PGD to update the adversarial
perturbation:
D = Projp (6 + a - V() Lar(Fo (z9), ).

14

15 end
16 return 57

Algorithm 1: Certified radius-guided white-box PGD at-
tacks to image segmentation models

« ADE20K [65]. It is a densely annotated image dataset
that covers 365 scenes and 150 object categories with
pixel-wise annotations for scene understanding. The
dataset contains 27,574 images, where 25,574 images
form the training set and the remaining 2,000 images
as the testing set.

A.2. More Experimental Results

MIloU after PGD and CR-PGD attacks. See Figures 12,
13, and 14 for [y, I3, and I, perturbations, respectively.
We can observe that our CR-PGD outperforms PGD.
Impact of M and o on MIoU. See Figures 15 and 16,
respectively. We see that CR-PGD is insensitive to M and
a relatively larger o will negatively impact our CR-PGD.
Impact of 0 on more datasets and models. See Fig-
ures 17-19. We see that CR-PGD is insensitive to o within
a range.

Defense results on MIoU. See Figure 20 the defense re-
sults of FastADT on MIoU against CR-PGD with different
I, perturbations.

Black-box attack results on MIoU. See Figure 21 the
impact of iterations/queries on MIoU with our PBGD and
CR-PBGD black-box attacks and the [l perturbation on
the three datasets.

A.3. Attacks and Defense

We first briefly introduce the Fast Gradient Sign
Method (FGSM) [11], Projected Gradient Descent
(PGD) [13], and Dense Adversary Generation (DAG) [3]
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Input: Image segmentation model Fp, testing image x
with pixel labels y, perturbation budget ¢,
learning rate o, parameter v, #iters 1', weight
parameters a and b, #samples M, Gaussian
variance o, CRFlag, interval INT.

Output: Adversarial perturbation 6%,

1 Initialize: 6 =0 B = {5: 9], < €}.

2 fort=0,1,--- T —1do

3 Sample a unit vector u® e Sp uniformly at
random;

4 Query Fy twice to obtain predictions:

p1 = Fy(z + 69 +yu®) and
p2 = Fy(z + 0" — yu®);
5 if (CRFlag == false) then

6 /*PBGD: Without pixel-wise certified
radius*/

7 Obtain the loss feedback:

8 6y = L(p1,y) and £ = L(p2,y);

9 Estimate the gradient: § = 5= (£1 — L) ul?;

10 Run PBGD to update the adversarial

perturbation: 6+ = Projg (6 + o - §).

11 else

12 /*CR-PBGD: With pixel-wise certified

radius*/

Calculate the pixel-wise certified radius and
define L., using Fp,a,b, M, o,t as in
Algorithm 1;

Obtain the certified radius-guided loss
feedback:

ecr,l = Lc’r(ph y) and ‘ecr,Q = Lc’r(p27 y),

Estimate the gradient:
gc'r = %(zc'r,l - Ecrg)'“f(t);

Run CR-PBGD to update the adversarial
perturbation: 8¢+ = Projz (6 4 a - ger).

13

14

15
16

17

18 end
19 end

20 return §\°’
Algorithm 2: Black-box PBGD and CR-PBGD to image

segmentation models

(T)

Input: Segmentation model Fp, testing image x with
label y, #epochs T', perturbation budget e.
Output: Adversarial perturbation 6.
Initialize: ™ « z, 6@ = 0.
fort=1,2,--- . T do
8O = V0 Fo(z 46171 y) =V Fo (2, y)

s® — 0.55(%)
16 |00

8 = Clip(d + 0, €)
2D — 20 4 )
end
return §

Algorithm 3: DAG for [, perturbation

BOW N =

-l - )

attacks. Then, we introduce the fast adversarial training
(FastADT) defense [66].

Suppose we are given a segmentation model Fy, a
loss function L, and a testing image x with groudtruth
segmentation labels y, and the perturbation budget e.
Projected Gradient Descent (PGD). PGD iteratively
finds the [, perturbations by increasing the loss of the
model on a testing image x:

0 < Projg (0 + a- VL(Fy(x + 0),y)), (1)
where « is the learning rate in PGD and B = {4 : ||d]], <
€} is the allowable perturbation set. Proj projects the ad-
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Figure 19. Impact of the Gaussian noise o on our CR-PGD attack with different datasets and models, under [, perturbation.

versarial perturbation to the allowable set B. The specific
forms of l4, I, and [, perturbations are as follows:

VL(Fy(z+9),y) )
IVL(Fp(x +6),y)lh

VL(Fy(z+96),y) )
IVL(Fy(z + 6),y)ll2
Lo : 6 < Clip(d + a - sign(VL(Fp(z + 9),y),€), (24)

Ly :6« Clip(6 +a-

(22)

Ly : 6« Clip(6 +a- (23)

where Clip(a, €) makes each a,, in the range [—¢, €].
Fast Gradient Sign (FGSM). FGSM is a variant of PGD,
where it generates [, perturbations with a single step.
Dense Adversary Generation (DAG). DAG generates an
lo perturbation to make the predictions of all pixels be
wrong (see Algorithm 3 for the details). The perturbation
0 is iteratively generated as follows:

0.50

" 16]]oe
(25)

d V(;L(Fg(l' + 6’ y)) - véL(FQ(:C’y))v &

Algorithm 3 shows the details of DAG.

Fast Adversarial Training (FastADT). FastADT aims
to speeds up PGD-based adversarial training (AT) [13].
It combines FGSM-based AT with random initialization.
Though simple and efficient, it shows comparable defense
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Input: Segmentation model Fjy, perturbation budget e,
learning rate «, #epochs T, a training set Dy,..
Output: Model parameters 6.

1 Initialize: 6% =0€ B = {5: |||, < €}.

2 fort=1,2,--- ., T do

3 for (z,y) € Dy, do

4 /I Perform FGSM adversarial attack

5 0 = Uniform(—e¢, ¢)

6 0 = Clip(d + « - sign(VsL(Fy(xz + 9),y)))
7 // Update model parameters using, e.g., SGD
8 0=0—VgL(Fy(xz+9),y)

9 end

10 end

11 return 6

Algorithm 4: FastADT: FGSM adv. training

performance with PGD-based AT. Algorithm 4 illustrates
the FastADT.

Definition 2 (Lipschitz continuous). A real-valued func-
tion f(-) is C-Lipschitz continuous with respect to 1,
norm, if, for any two inputs z, and zs,

|f(21) = f(22)| < Cllz1 — 22|[p- (26)

Definition 3 (Convex function). A real-valued function
f() is convex if and only if the following inequality hold
for any two inputs z, and z in domain and p € (0,1),

flpz1 + (L= p)z2) < pf(21) + (1 = p)f(22). (27)
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Figure 20. MIoU: Defending against our white-box CR-PGD attack via fast adversarial training.
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Figure 21. MIoU: PGD and CR-PGD attacks with lo perturbation vs. 7.

Lemma 1 ( [46]). For any measurable function g : RN —
[07 1]7 deﬁnlng g(.’lf) = EENN(O,O'Q)g(l‘ + E)’ then T =
®~1(g(x)) is 1/o-Lipschitz, where ®~1 is the inverse of
the standard Gaussian CDF.

A.4. Proof of Theorem 1

Proof. Our proof is based on Lemma 1 and Definition 2.
Given a testing image x with pixel labels y. For each
pixel z,, Fp(z),. is the model’s probability of pre-
dicting label ¢ on x,, and it satisfies Fyp(z)n,. : © —
[0,1]. From the definition of the smoothed model Gy
of Fp, we have Go(2)nc = Egn0,0)Fo(T + B)n.c-
Let y, = max.Gg(z)n,c and y;, = max.+, Go(Z)n,c.
Using Lemma 1, we know = — ® 1 (Gy(x), ) is 1/o-
Lipschitz. Then, for any pixel perturbation ||d]|2, we have

_ _ 1

O (Gl + D)) > B (Co@hnga) — oIl 28)
_ 1 _

o 1(G9(x)n,yh) + ;||5||2 > 1(G9(I + 5)%%)- (29)

To guarantee that the perturbed pixel (z + §), is also
correctly predicted, i.e., ¥, = argmax. Go(z + 0)nc, We
need that for any perturbation §,

(G + )ny,) > 27 HGo(x + Oy, )-

In other words, we require

(30)

_ 1 _ 1
® 7 (Go(@)nya) = —[I0ll2 > @7 (Go(@)nyr,) + ~[16]]2,
(€3]

which implies
o, _ -
181> < 5 (@ (Go(@)ny.) = @7 (Go(@)n, ). (32)

According the Definition 1, we then have the pixel-wise
lo certified radius as follows:

g

er(zn) = max|[|d]l2 = (27 (Go(@)ny,) = (Go(2)nyy,)-

2
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Note that Gg(2)p,, < 1— Gg(x)n,y, and &' is an in-
creasing function. By setting Go()n,y; = 1—Go(T)n,y,
we have

cr(xy) = O'(I)il(GQ(Z‘)n’yn). (33)

O
A.5. Proof of Theorem 2

Proof. We first prove that G"PCE is an unbiased estimator
of VL(§). The proof that gTFEF is an unbiased estimator
of VL (5) is similar. Recall that "7 = X (L(6 +
yt) — L(6 — ~a))a for a sampled @ € S,. According
to Equation 15, we have the following two equations for
directions w and —u,

VL(S) = Eues, [%L((s vy, (34)
VL(§) = ~Eues, [%L(a — yu)u). (35)

Combining the two equations and rearranging terms, we
have VL(§) = Eues,[25 (L(6 + yu) — L(§ — vu))u].
Thus, we have VL(5) = E4[¢g7P%F], proving the unbi-
asedness of §TrPEE,

Second, we show that §7F¢F has a bounded norm.
The proof that §ZF%F has a bounded norm is similar. As
L(-) is C-Lipschitz continuous (See Definition 2) with
respect to I, norm, we have |L(d;) — L(d2)| < C||6; —
02||p. Then,

R N
197 FPCE | = H% (L(8 +~u) — L(5 — yu))ullp

N
= 5 1B+ 7w) = Lo = 7w - fuly
N
@ 3y 10 +7w) = L6 =) 36)

®) N .
< ECH(HW)%MW)M

N . N
= Z—CHQ'yqu = NC,
y

where (a) is due to that « is a random unit vector and (b)
is due to the Lipschitz continuity of L. O

A.6. Proof of Theorem 3

Proof. Before analyzing the regret bound of our proposed
PBGD and CR-PBGD black-box attack, we first show the
regret bound in the white-box setting where the Lipschitz
continuous and convex loss function is revealed to the
attacker such that the gradient can be exactly derived.



Specifically, Zinkevich [79] shows that the regret bound
is (’)(\/T) using online projected gradient descent. When
using the stochastic gradient whose expectation is equal
to the true gradient, the online projected gradient descent
still achieves an O(v/T') regret bound, which is presented
in the following theorem:

Theorem 4 ( [79]). Fora C- Lipschitz convex loss function
L and letting §'¥ be the stochastic gradient in round t
satisfying E[g)] = VL and ||gV|| < C. By setting a
learning rate o = 2% in the online projected gradient
descent for any total iteration T" > 0, then the regret
incurred by the online projected gradient descent is no

more than NCVT/2, i.e.,

where §) = Projy (601 + \g®).

Next, we derive the regret bound for PBGD for
simplicity and the proof for CR-PBGD is similar. Note
that PBGD performs the exact gradient descent on the
smoothed function L because 77" is an unbiased gra-
dient estimator of VL. Based on Theorem 2, we have
llg]l, < NC. From Theorem 4, we can bound the ex-

pected regret on L(4) as follows,

T
Zu«: L(5M)] < N*2CVT/2.  (38)

s 316

According to the definition of I:((SA) in Equation 14, we
can bound the difference between L(d) and L(J) as

(a)

IL(6) — L(8)] 2 [Eves, [L(6 + )] — L(5)]
= Eves, [|L(6 + yv) — L(9)]] (39)
< Bucs, [Clhvelly] = O,

where (a) is due to the definition of L and (b) is due to
the Lipschitz continuity of the loss function L.

Then, we can bound |L(6®)) — L(8)| as follows:

L@D) ~ LE)] = () = L(6D) + 1Y) ~ L©)
< |E(E®) = L) +1L6) ~ L)
oyt Ey =20,

(40

where we apply Equation 39 to the first term and the
Lipschitz continuity of attack loss L(§) for the second
term.

With the above inequality, we can obtain the lower
bound of Equation 38 as,

(41
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Combining Equation 38 and Equation 41, rearranging
terms, we can bound the regret as,

ZE —m?XZL(é)
= ZE TL(6.)

< NWC\F/Q +37CH,

RZBGD 6(z)

e 42)

By equalizing the two terms in r.h.s of the above in-
equality, we can minimize the regret bound, which is
N3/2C\/T. By domg so, the approximation parameter -y
is set to be v = o \F’ thus completing the proof. O

A.7. Theoretical Contributions of Our Bound

Our derived sublinear regret bound is not only use-
ful to design effective black-box attacks, but also has
theoretical contributions for bandit optimization. We first
review the different techniques used in the existing bandit
methods, and then show our contribution.

Different bandit methods use different techniques.
Under the same assumption (i.e., convex loss with loss
feedback), state-of-the-art bandit methods [47], [52], [60]—
[62], [94] use different techniques to derive the regret
bound (except [47], [52] that do not have a regret bound).
Specifically, [59], [62] are based on the original loss func-
tion, while [61] and our method construct a smoothed loss
function for the original loss function via randomization.
[59] does not estimate gradients and derives a probabilistic
regret bound based on the ellipsoid method. [60] does not
estimate gradients and aims to recover the full loss func-
tion via the loss feedback using kernel methods, but can
only derive a probabilistic regret bound. [62] estimates the
gradient and Hessians of the original loss functions from
a one-point feedback and uses self-concordant regulariz-
ers to iteratively update perturbations; [62] also derives
a probabilistic regret bound. [61] estimates (unbiased)
gradients for the smoothed function based on one-point
feedback, and iteratively obtains perturbations using self-
concordant regularizers (but not a gradient-descent based
method), similar to [62]. Our method estimates unbiased
gradients for the smooth loss function based on two-point
feedback. In addition, it iteratively updates perturbations
based on the graceful gradient-descent framework. These
two advantages enable our derived regret bound to be
deterministic and tight.

Our regret bound is deterministic and tight. State-of-
the-art bandit methods [47], [52], [60]-[62], [94] either do
not have a regret bound, or they have a probabilistic regret
bound, or a loose deterministic regret bound—indicating
that their performance is suboptimal when applied to the
black-box attack problem. Specifically, [47], [52] do not
derive a regret bound; [60], [62], [94] have a probabilistic
regret bound O(T"/?log(1/€) with probability 1 — ¢; and
[61] has a loose deterministic regret bound O(T?/3). In
contrast, our bandit algorithm derives a tight and de-
terministic O(T"/2) regret bound, indicating our attack
reaches optimal performance with probability 100% and
the optimal rate.
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