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Abstract—In this paper we investigate the DHT performance dr

Peer-to-peer SIP. We analyze performance from the abile

phone perspective. This angle brings battery consuption and

efficient use of the limited resources of the mol@l devices to the
focus. We develop an analytical model of Kademlia BT

performance and use it to analyze a number of diffent

strategies to use peer-to-peer SIP with mobile desgs. These
analyses include studying a model where all devicesrticipate in

the DHT and contrasting that with a model where ony a subset
of devices forms the DHT. Our analysis shows thamia one
million user P2PSIP network, at least 30% of the misile nodes
should participate in operating the DHT to remain eergy-

efficient.
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l. INTRODUCTION

Peer-to-peer SIP (P2PSIP), which is currently ie th
standardization process, is looking for ways tolemgent the
Session Initialization protocol (SIP) in a peemper fashion.
SIP is a signaling protocol used for setting up tmddia
communication sessions, such as voice and vidds, aaler
the IP networks, in particular the Internet. SIBsua number of
centralized servers, such as proxies and registrashave to
be maintained by a service provider.

P2PSIP replaces the fixed hierarchy of the clienter SIP
with a P2P overlay network. The main task of thisrtay is to
provide a distributed storage mechanism that allovapping
names to network locations, enabling contact infiiom
storage, service publication and discovery. Anothek of the
overlay is to provide services, such as NAT (Nekwbddress
Translation) traversal or presence services, inistrilslted
fashion.

The overlay consists of nodes called P2PSIP pegrich
communicate using P2PSIP peer protocol, such a® Pairl
run collectively a distributed database algoritlamd store data
on behalf of other nodes or users. The algorithmldcdoe
realized using a distributed hash table (DHT). Aosel node-
type, P2PSIP client, connects to one or more pesirsy a
P2PSIP client protocol and allows P2PSIP applioati®o
access the distributed database. In contrast ve#nsp clients
do not run a distributed database algorithm. Theis@m
whether a device should become a peer or a clieud de
done based on the available resources, such asmiisgion
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speed or storage capacity, service operator poticyhattery
consumption.

Since mobile phones are widely used for real-time
communication, such as voice calls, it is importaot
understand how the P2PSIP would work on the mgifilene
hardware. One particularly important aspect of neohbise is
the energy consumption of the applications. If gpliaation
rapidly drains the battery of the mobile deviceés ihot likely to
get user acceptance. Therefore special analysikeoEnergy
consumption of any proposed mobile phone applinai®
important.

Real-time services such as VolP require high riiigland
non-stop connectivity to the IP network. This me#mat if
mobile phones provide P2PSIP peer functionality, R2PSIP
software needs to be always connected to the P2@&ifay.
The power consumption in P2PSIP may be impacted
maintenance of the routing state and by the hagdiifookups
and requests to store data on behalf of other uwserodes.
These two factors mainly affect the idle state, nvthee P2PSIP
software runs on a battery-powered device but neicss
provided by the overlay are used at the moment. gdweer
consumption in the idle state determines how lorgptery-
powered device can stay online without rechardingddition
to being connected to the overlay, all of the aseflunctions
require transmission of data over the expensivansérface.
For this reason the P2PSIP overlay protocols misst he
optimized to reduce potential charges incurredragsmitting
data over the air interface and to limit the overalffic in the
mobile networks that may have impact on the ov&als.

by

Furthermore, we have to remember that typically ileob
phones are behind NATs, which makes them hard to be
accessible to other network nodes. There are mirharto
traverse NATs such as one presented in [1], busethe
mechanisms increase traffic on the air interfaced an
consumption of battery power. Most P2P algorithmguire
connectivity to more than one node. Typically theren
connections a mobile device needs to handle theehithe
energy consumption is and the more traffic is emetr the air
interface.

In [2] the energy consumption behavior of a Kadamli
DHT implementation on mobile phones is investigaf€bis
paper complements that research by taking the alypiaffic
patterns of SIP into account and viewing the reshitough the
lens of P2PSIP needs. In particular, we focus errdte of the



mobile devices in the DHT. Kademlia was choserhasOHT
protocol of our analysis since currently this is tmly protocol
that is used in deployed networks with more thae onillion
users: the Mainline BitTorrent DHT and the Azur®is4T [3].

The main contributions of this paper are:

e Analytical DHT performance model which emphasizes
the aspects that are essential for P2PSIP applicati

and mobile device use

discussionClients are mobile devices that are not participating
in the DHT. They are just utilizing the servicestbé DHT
nodes by sending PUT/GET requests to the servidemo

The contact information lookup time in call setup
operations and the registration time are equaladéflia. In
both cases a node lookup operation is performeds,Tive
need to focus on determining the lookup titmeKup latency).

In this study we use the standard Kademlia parasébe
the P2PSIP DHT, thus the maximum number of noddben

*  Application of the model to the P2P SIP use casels a neqwork isN = 2'°. Churn is modeled with a global constant
quantitative results that predict the performanée owpich is the probability that a message is senaroactive

P2PSIP in different network sizes

contact that replies with an answer message. It loan

« Comparison of different strategies to implementdetermined if the probability distribution of thedes’ session

P2PSIP with DHT

The rest of the paper is structured as followsSéation II,

we derive a performance model of the Kademlia DHT.

Section Ill, we apply the model to peer-to-peer SRd
compare different implementation strategies. IntiedV, we
compare our work with related research, and finatlySection
V, we summarize our conclusions.

Il.  MODEL ONP2P-SIPMESSAGEOVERHEAD
In this section we define a model on the perforreawicthe

Kademlia DHT and the amount of traffic a P2PSIP eno
experiences. The first step is determining the agssverhead

which is the number of messages sent during peifigrra
DHT operation. As a basis we use an existing gérgiral
model presented by [4]. However, it is neither SiBr
Kademlia specific, so we extend it to support tieknt SIP
related messages and also take into account thangoand
bucket mechanism of Kademlia. Furthermore, we age
earlier measurement results of Mainline BitTorrBRT [2] to
map the variables of the model to the energy copsomof a
mobile device. Table I. shows the notation usetiénmodel.

TABLE I. NOTATION
Symbol Definition
n the number of service nodes (peers) in the DHT
c the number of clients
the DHT churn rate: the probability that a messiageent to an
P active contact
@ number of calls initiated by a single client in @ezond
T the average client online time (how many seconddiemt is
online 1 gnline), used for calculating the client regiswattraffic
T the stored value update frequency in seconds(glkbakemlia
! parameter)
bucket refresh timeout (if a bucket in a node’stirmitable has|
Trs not been updated ford'seconds, then a bucket refresh opera
is performed)
k the Kademlia bucket size (in Mainline BitTorrent®=
message overhead: the number of messages sentgd
E[C] . :
performing a DHT operation

In P2PSIP context the nodes can be divided into two

classes. Some, or even all, of the nodes can fhemDHT.

times is available.

A, Lookup overhead

To calculate the message overhead, we need thagaver
routing length (number of hopk)as a function of the number
of active nodesn) in the DHT. In Kademlia, the routing tables
of the nodes are divided intogn buckets. The buckets stodes
neighbors in different distances to the node. Emisures that
lookup operations hav®(logn) complexity, which could lead
to the conclusion that only one bit is improveceach routing
step (after each step, the lookup result is onelbger to the

d target). However, this is the worst-case scen@soshown in

[5], in reality, a contact selected in a routingpstusually
matches more than one bit; thus, the probabilitymgdroving

at leasto hits is, if the bucket size s

1 k
F(d,k)=P[Xza]=1—(1—?j @)
The probability of improving exactly bits is:

f(3,k)=P[X =d]=F(3,k)-F(J+1k) (2
The average number of extra bits improved can be

determined by calculating the expected value of TBus, the
total number of bits improved in a routing step:

t(k) =1+ ¥ (k) 3)
5=0
In each hop, t(k) is the average number of bitsrawgd.
Hence, the total number of hops (average routimgthe
needed to find the target:

log, n
| =29 (4)
t(k)
By calculating the average message overli@aumber of
messages sent during one lookup operation), weestimate

°Nthe load on the nodes in the system. [4] definesatmula for

the message overhead in the DHT:

urin ki

E[C]=kpl +——— 5)
1-(@1-p)"

If the number of lookup operations performed durig
given time is known, the number of messages predebyg a

Theseservice nodes are denoted as “nodes” in the subsequent



single node can be determined by using the messagbead
formula.

B. Messageoverhead per node

The total message overheRds the number of messages

received by a node per second. It is the sum ofctlent

total number of contacts updated in bugkatiring T,;s sSeconds
is:

2_1j |:I_rfs lchaII + Rreg)

To get the number of buckets that are updated Veelete

(10)

registration overheai.;, the call initiation related overhead the number of messages received by a node diising

R and the DHT maintenance overhdg.

R=Rreg +Rcal| +Rmnt (6)

C. Regidration overhead

Registration is the process of storing
information of a client in the DHT. In a KademliaHD, stored
values must be updated (restored) periodically tevent
expiration. Since each update involves performingpakup
operation, the update frequency greatly affects dherall
traffic in the network.

Let the update frequency be denotedTbgnd the average
client online time byl ine, Clients perform a registration at the

time they join the network. Therefore each clieatfprms at
least one registration while it is online. The aggr interval
between registration operationseyis:

- Tonline (7)

Tr
® Tonl ine
Tt

z :Trfs chall + Rreg) (11)
Thesez messages touch approximately.fouckets. Thus,
the number of inactive buckets that have not reckiany

the contackPdates, and as a result are updated, is:

b =max0,log, n-[log, z]) (12)
The DHT node performs a lookup operation for each
inactive bucket, thus the maintenance overhead is:

_ E[C]b
T

rfs

Rrain

(13)

Ill. RESULTS ANDDISCUSSION

In this section we apply the analytical model dedivn the
previous section to investigate a set of diffeiss#narios. The
global parameters used by the analysis are aswklldhe
average number of phone calls per day per userurezhis the
US is 9 [6], thus based on this, we get= 1/9600. Values
stored in the DHT are refreshed in every hour, fhus 3600.

A lookup operation, which generat&€$C] messages, is The online time for service nod@s,in. = 19800 is based on
performed byc clients in everyl, o seconds; thus, the messagethe median supernode session time observed in $Kjpe

overhead caused by client registrations per senode:

_ CE[C]
Re = nT

reg

(8)

D. Callinitiation overhead

As it is explained in [1] the complete call estabtnhent
includes DHT lookup operation, SIP session estatent
between a caller and a callee and NAT traversale lttee call
initiation related traffic is understood as the utesof the
contact information lookup operations performed whecall is
set up. We estimate this by using a global calls ggeond

parametenp. If there aren nodes in the network, the number of
clients isc and the message overhead of one lookup operati
is E[C], then the average number of messages sent to a D

node in one second:

R = clp[E[C] o

n
E. Maintenance overhead
To keep their routing tables up-to-date, Kademlimles
perform lookup operations for the buckets whoseamia have
not generated any traffic for a given period ofdirif there are

n nodes in the DHT, the number of non-empty buciselisgn.
The non-empty buckets which have not received gdates

A. All nodesin DHT

The simplest approach is that all nodes that ppatie in
the system also participate in the DHE€=rf). This is a
straightforward approach because it does not reqainy
decision making whether or not to participate iea BHT. The
most significant benefit is that the load on eadden is
relatively low. However, as the size of the DHT wso the
maintenance traffic and the routing latency alsweéase. These
two factors are driving to the opposite directions.

Since the DHT consists of mobile nodes, we assuhigha
churn. High churn comes from a number of factorisstF
mobile nodes are sensitive to energy. Second, @asndme

ﬂﬁaplies, mobile nodes tend to move, and there cdugd
e

guent changes of IP address if the phone mawes bne
WLAN access point to another. Alternatively the @ection is
switched from WLAN to cellular when the phone leahe
hotspot. Churn was modeled wiptk0.7 (30%), which means
that almost every third messages is lost.

The plot in Figure 1 illustrates the dependencyben the
number of nodes in the system),(and the message overhead
per nodeR). As it can be seen, the overhead increases hgth t
number of nodes. This is due to increase of theageerouting
length and the message overhead of lookup operaliba
larger the DHT, the more hops are needed to rdectatget of

for T, seconds are refreshed. Since we know the number tiie lookup. Nevertheless, the scalable architeosaires that

messages received by a node in a given time, weatsn
estimate how many contacts are updated in eachehutke

the message overhead is evenly distributed ovenétwork.
With one million nodes, around one message pernsec®



received by each node. Using the average energy pas
message value 0.3 J that we measured in [2], oissage per
second per each node corresponds to 1080 J ofyeperdpour,
which means roughly 4-5 hours of uptime with ayfdharged
Nokia N95 smartphone [8].
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Figure 1. Message overhead per node (all nodes in the DHT)

B. Mobilesuse DHT as service

Another strategy is that only a subset of the nddethe
system participates in the DHT and the rest aentdi

A complication of this strategy is how to elect thedes to
be part of DHT. From the mobile users point of vibging
elected to the DHT is bad. The extra DHT traffinsomes the
resources, increases communication, and drainerpato a
key issue is to come up with a strategy that alldais
participation to the DHT.
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Figure 2. Figure 3.
Message overhead per no& és a Cummulativenessage
function of the number of service nodes overH(

Figure 2 shows a plot of the message overheadquir as
the function of number of service nodes in the Dd¢fving a
network with 1 million clients. It can be observitdit having
less than 10000 service nodes (1%) results in rtwaa 2
messages per second, which is inacceptable in tefr@sergy
consumption. Nevertheless, as the number of semimes
approaches the 10% limit, the overhead decreaskesv ke
message per second.

If we look at the energy consumption, it turns that we
have an interesting trade-off. To minimize the kbegn
cumulative energy consumption, we would like todas little
traffic as possible within the DHT. According toghie 3, this
can be achieved if the minimum number of nodesigipates
in the DHT. However, Figure 2 shows that the lesslas
participate in the DHT, the higher the traffic aedergy per
node becomes, which can results in exceeded cgpacit

It could be interesting to compare this strategthwhe
previous one from the battery consumption poinviefv. A
possible modification is applying a strategy whbyedefault
everybody participates in the DHT but when the drgtt
capacity drops below 50% the node leaves the nk&tvildris
would create extra churn and thus extra traffic.

C. PCcomputersformDHT

In this strategy a subset of nodes forms the DHIwéVer,
in contrast with the previous case, there is nodifierence
between the capabilities of the nodes. We assuatetta DHT
consists of powerful server computers. Thus the dHIsed to
implement the server functionality in a distributifashion. At
the same time the distributed server could takeidge of the
scalability and robustness aspects built-in in tB&IT
algorithms.

The typical case for this strategy is when the ajperruns
the DHT. The possibility to start with a small ialtinvestment
and add new servers to the DHT would allow the aded
scalability. Currently deployed DHTs used in veayge scale
applications, such a serverless BitTorrent trackehere over
one million nodes participate [3], indicates the solution has
the potential to scale up to support a massive eambusers.

Because the devices forming the DHT are server
computers, we assume that the DHT is very staldheurCis
small and arises mainly from hardware faults anithteaance
actions. We usep=0.99 (1%) for the plots.
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Figure 4. Message overhead per node (PCs form the DHT)

Figure 4 shows the number of messages received by a
service nodes in a one million user DHT. Since REek
servers can serve much higher number of requestsrtiobile
devices, smaller number service nodes are requnrided DHT.

D. Other observations

Table Il. classifies the traffic experienced by DHddes by
type. It shows the quantitative predications fofea typical
configurations. The first column shows the basetiage where
a single (virtual) server handles the completefitrafThe
second column shows some sample numbers when wmess
that the DHT consists of 50 nodes. The last colsimows the
data for the “everybody in the DHT” case, havingthé 10
million clients function as service nodes as well.

As it can be seen the registration traffic is th@nrsource
of the load in the first two cases. Therefore ituldo be
tempting to reduce the need for periodic re-regfitn.



Unfortunately, a longer re-registration period esses the
probability that the DHT contains outdated data.fifid the

optimum point, we would require further understaigdof the

user behavior since the registration need arisen\le user is
no longer accessible at the IP address that wagopsy

stored in the DHT.

The main difference in the third case is the inseeaf the
maintenance overhead. While having 10 million smrviodes
greatly reduced the message overhead per for theamd
registration traffic, more DHT nodes resulted inamthigher
maintenance traffic.

TABLE II. MESSAGE OVERHEAD PER SECOND PER SERVICE NODE IN
DIFFERENT SIZE NETWORKS
) 10 million users, 10 million 10 million users /
Traffic type 1 service node users, 50 service nodes
service nodes

Registration | 41200 1050 0.02

Call 14000 360 0.007
Maintenance| ~0 ~0 1.4

Total 55200 1110 1.427

We also analyzed the case how traffic per nodeesas a
function of the percentage of nodes in DHT in ti®endillion

nodes case. Our results show that when the pegmenta

increases at first, the traffic per node drops drisally.

However, after 3% there is hardly any effect. laot fafter 6%
the traffic per node starts to slightly increasee do the
maintenance traffic. With this data suggests thatdptimum
percentage of nodes in DHT is around 1-2%. A lafgeiT

does not create any benefit but instead adds codhpland

forces more and more nodes to be in the DHT. Aebsttategy
would to rotate the nodes that participate in th€Tccording
to some fair mechanism. In the simplest case ildcte a
round robin approach and in the more complicateatesjies
we could take the nodes current energy level amicipetion

history into account.

IV. RELATED WORK

The number of papers that investigate DHTs and H2PS
from the mobile device point-of-view is very small.
Matuszewski and Kokkonen [1] presented the firstbiteo
P2PSIP implementation together with results of mesaments.
They, however, did not analyze the registratiomgels well as
call setup delay as the function of DHT networlesiz

Harjula at al. [9] discussed the challenges andlpro
areas in P2PSIP from the viewpoint of standardimatind
related research. They provided a glance to thstiegi and
emerging solutions for P2PSIP.

Heikkinen at al. [10] applied analyzed P2PSIP from
business perspective. Using a variant of Schoersagegnario
planning they developed and analyzed most liketyados for
mobile P2PSIP real-time services.

Our earlier work measured the energy consumptiddHf
at mobile phones [2] and proposed backward comlpatib

changes that allow major energy savings in mob#e of
DHT [11].

V. CONCLUSIONS

In this paper we analyzed battery consumption aaific
overhead in P2PSIP mobile networks. Our analytinadel
and the result of battery measurements in the [hainl
BitTorrent DHT network have allowed us to investga
different possible deployment scenarios for P2PSIRIr
analysis showed that in a one million user P2P ®fwark, at
least 30% of the mobile nodes should participategarating
the DHT to remain energy-efficient. However, ifdik servers
are also used in operating the DHT and the DHT heamdle
load balancing by putting more load on fixed nodiean
mobile nodes, the percentage of mobile service a\ad@ be
lowered. Our analysis showed that the most domitrafiic
overhead is related to registration traffic. Thisde lowered
by increasing the re-registration periods, but tb@n also
results in increased lookup latency or lookup fakuif the
churn is high. Furthermore, although this analysis based on
Kademlia, future work could include investigatinther DHT
protocols for P2PSIP. Single hops DHTSs, such as D[12],
have higher maintenance overhead but provide bletimcies
and lower lookup costs, which make them promising
candidates.
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