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Abstract

Purpose – Companies utilize increasingly capable Artificial Intelligence (AI) technologies to deliver modern
services across a range of consumer service industries. AI autonomy, however, sparks skepticism among
consumers leading to a decrease in their willingness to adoptAI services. This raises the question as to whether
consumer trust in companies can overcome consumer reluctance in their decisions to adopt high (vs low)
autonomy AI services.
Design/methodology/approach – Using a representative survey (N 5 503 consumers corresponding to
N 5 3,690 observations), this article investigated the link between consumer trust in a company and
consumers’ intentions to adopt high (vs low) autonomy AI services from the company across 23 consumer
service companies accounting for six distinct service industries.
Findings – The results confirm a significant and positive relationship between consumer trust in a company
and consumers’ intentions to adoptAI services from the same company.AI autonomy, however, moderates this
relationship, such that high (vs low) AI autonomyweakens the positive link between trust in a company andAI
service adoption. This finding replicates across all 23 companies and the associated six industries and is robust
to the inclusion of several theoretically important control variables.
Originality/value – The current research contributes to the recent stream of AI research by drawing
attention to the interplay between trust in companies and adoption of high autonomy AI services, with
implications for the successful deployment and marketing of AI services.
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Introduction
Artificial intelligence (AI) is fundamentally transforming the consumer service industry and
is largely driven by the goal of delivering unique value for businesses, consumers and society
at large (Davenport et al., 2020; Huang and Rust, 2018). The amount of consumer services that
can nowadays be provided by AI technology covers a wide range of service industries
including self-driving vehicles (Huang and Qian, 2021), service robots (Frank and Otterbring,
2023) and screening systems in healthcare (Frank et al., 2021a, b). Tapping into the potential
of AI services has become a top priority for many companies (Huang and Rust, 2021), with
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leaders eying beyond traditional applications such as personalizing customer experiences
(Cabrera-S�anchez et al., 2021) and chatting with customers (Pillai et al., 2023) toward more
advanced applications, in which AI is automating tasks and performing decisions (Sharma
et al., 2022a, b). However, whereas the former type of AI services is fairly well accepted
(Longoni and Cian, 2022), the latter is commonly rejected by consumers (e.g. Andr�e et al., 2018;
Carmon et al., 2019; Malodia et al., 2022).

AI autonomy is defined as “the ability of the AI technology to perform tasks derived from
humanswithout specific human interventions” (Hu et al., 2021, p. 2). This capability allowsAI
to adapt to its environment, enablingAI services to become proactive based onwhat has been
learned from past interactions with customers as well as from observations of the
surrounding environment (Beer et al., 2014; Wen et al., 2022). To illustrate the difference AI
autonomy plays, AI services low in autonomy are capable of aiding consumer decisions
through personalized recommendations (e.g. De Bruyn et al., 2020; Gursoy et al., 2019; Kim
et al., 2021), such as when the online fashion retailer Zalando uses AI to recommend
consumers the right size and style of clothes (Marr, 2019) and when Amazon uses AI to
personalize product offerings based on shoppers’ past purchase behavior (Morgan, 2018). By
contrast, AI services high in autonomy are capable of performing decisions for the consumer,
such as when AI shopping assistants automatically reorder goods frequently used by
consumers (e.g. ink cartridges; Klaus and Zaichkowsky, 2022) and when self-driving cars
transport passengers autonomously (Casidy et al., 2021; Hegner et al., 2019).

When consumers face novelties as in the case of AI services, trust typically acts as a key
determinant of consumers’ adoption decisions (e.g. Frank et al., 2022; Gefen et al., 2003; Hasan
et al., 2021). In the remainder of this article, we define trust as the willingness of trustors (e.g.
consumers) tomake themselves vulnerable to a trustee (e.g. a company) based on the expectation
that the trustee will perform a desired action (e.g. providing a service that meets or exceeds
expectations) important to the trustors (Mayer et al., 1995). In this regard, however, it is
important tomake a distinction between trust in technology and trust in a company, because AI
services are delivered throughAI technology, but they are developed, deployed andmanaged by
companies. As such, consumers’ trust in AI services is not solely influenced by the specific
characteristics of the technology (McKnight et al., 2011), but also by their relationship with the
company that offers the AI service. This link between consumers’ trust in a company and their
decisions to use services from the company is founded on commitment–trust theory (Morgan
and Hunt, 1994), according to which the same AI service offered by two different companies
would likely result in different outcomes in terms of adoption intentions due to differences in
customers’ existing relationships with the two companies (Lin et al., 2023).

Building on this notion and recent work that highlights a contingency of companies’ brands
as a source of trust in consumer preferences for autonomous vehicles (Eggers andEggers, 2022),
the present research investigates the general role of consumers’ trust in a company and
consumers’ intention to adopt high (vs low) autonomy AI services from the company.
Specifically, we test two fundamental research questions: (1) “To what extent does consumer
trust in companies relate to their intention to adopt AI services from the same companies?”, and
(2) “To what extent is this relationship between consumer trust in companies and consumer AI
service adoption affected by AI autonomy?” We address these questions in a survey of 503
Danish consumers, in whichwe study consumers’ adoption intentions of AI services from a total
of 23 consumer service companies across six industries in relation to the consumers’ trust in the
company and the autonomy of the AI services. The results show that consumer trust in a
company significantly and positively relates to consumers’ adoption intentions toward AI
services from the same company. Moreover, the positive link between trust in the company and
AI service adoption is weaker for AI services high in autonomy relative to those low in
autonomy. These findings are robust to the inclusion of several potential confounds, such as
consumers’ prior use of AI and their demographic profile.
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Together, this study makes three key contributions. Firstly, it demonstrates and
quantifies the influence of consumer trust in companies on AI service adoption intentions.
Secondly, it documents AI autonomy as an important boundary condition for the link
between consumers’ trust in the company and their AI service adoption intentions,
suggesting that high autonomyAI servicesmay not be adopted at conventional levels of trust
in companies. Thirdly, the large and representative sample, covering a total of 23 companies
across six industries, enables the detection of even small effect sizes with high statistical
power, thus offering generalizable conclusions across several distinct service scenarios – a
rarity in the literature, where most studies are based on convenience samples of university
students or online panel participants (Otterbring et al., 2020). Overall, these contributions
improve the understanding of the complex nature of trust in companies and AI autonomy in
consumers’ AI adoption decisions, leading to actionable advice for marketers and decision-
makers who oversee the design, implementation and regulation of high and low autonomyAI
services.

Theoretical background
A growing body of research shows that whereas AI technology often outperforms humans in
specific tasks and controlled environments, its superiority in terms of performance, speed and
capabilities does not necessarily lead to appreciation and adoption by consumers (e.g. Castelo
et al., 2019; Dietvorst et al., 2015; Longoni et al., 2019). An emerging stream of research has
sought to explain the determinants of AI adoption (e.g. Yu et al., 2023; for a recent review, see
Mustak et al., 2021). The most often used theoretical lens to understand such AI-related
decisions, as determined in a review of 412 theoretical views in this context by Mariani et al.
(2021), is the Technology Acceptance Model (TAM) by Davis (1989). TAM is a widely used
theory in the field of information systems to explain user acceptance and use of technology
(Yousafzai et al., 2007). However, as the theory was developed for use with non-intelligent
technologies, it has limitations in its applicability to the rapidly evolving field of AI
technology (Butt et al., 2021; Cabrera-S�anchez et al., 2021), as shown in the case of autonomous
vehicle adoption (Hegner et al., 2019; Meyer-Waarden and Cloarec, 2022).

Trust in companies and AI service adoption
The theoretical foundation of this research extends to the role of trust, which has gained
researchers’ attention for a long time in the field of marketing (Moorman et al., 1993).
Importantly, trust reflects the consumers’ willingness to be vulnerable to the actions of a
trustee (e.g. a company) despite potentially adverse outcomes for them due to involved risks,
uncertainty or vulnerability (Becerra and Korgaonkar, 2011). The construct of trust is central
to commitment–trust theory (Morgan andHunt, 1994), which posits that in a seller-and-buyer
relationship, trust leads to greater commitment to the relationship, increased satisfaction and
a higher likelihood of positive outcomes. Importantly, commitment–trust theory has been
extended from organizational actors to customer–supplier relationships (De Ruyter et al.,
2001), with trust often discussed as one of the key determinants of customers’ loyalty to
companies and their brands in service (Aurier and N’Goala, 2010), retail (Hess and Story,
2005) and other shopping settings (Bilgihan, 2016).

Applied to consumer adoption of AI services, commitment–trust theory suggests that
consumers with higher trust in a company will be more likely to adopt AI services offered by
the company. The reasoning for this relationship between trust and AI adoption is that
consumers who trust a company are more committed to engaging with freshly introduced
services by that company. This approach to understanding AI adoption is fundamentally
different from earlier research on trust in the technology as a determinant of technology
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adoption decisions (Frank et al., 2022; Gefen et al., 2003; McKnight et al., 2011), because it does
not rely on customers’ perceptions of the technology. Accordingly, the current approach
(i.e. focusing on trust in the company) can be perceived as a strength in the context of
consumers’ AI service adoption, because at this stage consumers tend to have little
experience with AI technology, and therefore less trust in relying on the technology (Hasan
et al., 2021). Consumers’ relationships with companies, on the other hand, are typically shaped
over the course of several years with company interactions (Eisingerich and Bell, 2008), and
many consumers have arguably already seen several technologies before AI solutions started
making their way into a given company’s offerings. Supporting this notion, studies on the
introduction of online banking have revealed that consumers’ trust in offline banks
significantly and directly affected their intention to use online banking solutions from the
same banks (Lee et al., 2007). Another example of the positive spillover effects of consumer
trust can be found in the context of online shopping, in which consumer trust in e-commerce
vendors was found to positively influence consumers’ repurchase intentions (Liu and Tang,
2018). Based on this general line of logic, we hypothesize.

H1. Consumers’ trust in a company is positively associated with their intentions to adopt
AI services from the company.

Consumer responses to AI autonomy
The second construct of relevance for this research is AI autonomy. As stated in the
introduction, AI autonomy refers to the ability of AI to make independent decisions and
perform tasks without needing human input (Hu et al., 2021). Prior research on consumer
resistance to autonomous vehicles has taught us that there may be a threshold of novelty at
which consumers are no longer willing to adopt AI services (K€onig and Neumayr, 2017;
Meyer-Waarden and Cloarec, 2022). Indeed, Eggers and Eggers (2022) found that whereas
trustworthiness of technology companies could positively impact consumers’ preferences for
purchasing autonomous vehicles, such companies were found to provide a less natural fit
with the concept of autonomously-driven vehicles relative to specialized companies that
provided a better fit. This points to a limitation for the general notion of companies’ brands as
a source of trust (Delgado-Ballester andMunuera-Alem�an, 2001), with AI autonomy possibly
moderating the influence of trust in a company.

Categorization theory postulates that consumers form expectations about new products
based on the fit between the new product category and the existing brand image of the
company (Rosch andMervis, 1975; Klink and Smith, 2001). The better fit between the original
brand and the innovative product, the greater the likelihood of consumer adoption because
the new product is associated with positive and familiar attributes of the original brand
(Aaker and Keller, 1990; Bottomley and Holden, 2001). On the contrary, if the novel product
does not fit with the image consumers hold about the brand and its associated company,
consumer rejection is more likely to occur because the innovation is perceived as too far away
from the original brand (cf. Lee and Aaker, 2004; see also Graf et al., 2018; Otterbring et al.,
2022a, b). Trust typically involves some sense of familiarity due to repeated exposure to the
trust source in the form of, for example, multiple interactions with a given company (Ha and
Perks, 2005). Therefore, as familiarity breeds preference and trust (e.g. Kwan et al., 2015;
Zajonc, 1968), and considering that high (vs low) autonomy AI is currently the less (vs more)
prevalent AI alternative available on the market, we posit that high (vs low) AI autonomy
constitutes a worse fit with companies in general, and with highly trusted companies in
particular. Applied to consumer adoption of AI services, categorization theory hence
suggests that the fit between AI autonomy and companies’ brands should moderate the
adoption decisions by consumers, such that high (vs low) AI autonomywill harm consumers’
adoption intentions relatively more in case they put high (vs low) trust in a given company,
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considering the lack of fit between high AI autonomy and the image consumers’ hold toward
a highly trusted company. Accordingly, as depicted in our conceptual model (Figure 1), we
hypothesize.

H2. The positive link between consumer trust in a company and consumer AI service
adoption intentions is moderated by AI autonomy, and is weaker for high (vs low)
autonomy AI services.

Methodology
Sample and data collection
This study uses data collected in March 2021 from a representative sample of the adult
Danish population, aged 18–79 years (Mage 5 46.6 years). The sample consisted of 503
participants, with characteristics summarized in Table 1. Age-wise, participants between 18
and 33 years of age were intentionally oversampled to make up for the lack of consumers
under 18 years of age who were prevented from participating in the study due to
considerations of data protection regulations. Our oversampling of younger adult consumers
can be justified by previous research (N€ojd et al., 2020), which has discussed this age segment
as playing the most significant role in shaping the future of consumer behavior and
purchasing decisions.

Procedure, materials and measures
The survey, originally designed in English, was independently translated to Danish by two
researchers with Danish as their mother tongue and was subsequently retranslated into
English by a third researcher for internal validation purposes, in accordance with best
practices (Brislin, 1970).

After participants had provided their written informed consent and entered the survey,
they indicated for 23 consumer service companies whether they had used them “in the recent
past.”These companies were selected as they offered consumer services in the target country,

Figure 1.
Conceptual model
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which in terms of industries (grocery, mobile operators, delivery, e-commerce, furniture and
streaming) accounted for more than two-thirds of consumers’ annual household spending for
consumer services according to data from Statistics Denmark (2021).

Based on the selection of companies, participants proceeded to answer the main
questionnaire for a total of up to four companies (within-subjects), randomly drawn from
those they had recently used and were not already sufficiently sampled (quota least fill). In
each instance, the questionnaire was adapted to refer to the respective company name in all
questions, as illustrated by the square brackets stating “company” in the following examples.

The focal dependent variable of this studywas participants’AI service adoption intention,
measured at the beginning of each main questionnaire using the single-item, “How likely is it
that you would start using the described AI service from [company]?” Such single-item
measures are valid if they, as in the current case, represent clear and unambiguous constructs
(e.g. Bergkvist and Rossiter, 2007; Otterbring, 2020). The item was rated on a 7-point scale
from 15 very unlikely to 75 very likely, in response to each of the two following hypothetical
AI services, adapted to the companies’ name, respectively:

ScenarioA (low autonomyAI service): Imagine [company] is about to introduce a new artificial
intelligence service that gives personalized recommendations based on your previous interactions
with [company]’s offerings. Such recommendations could be, for example, for realizing savings,
discovering new contents/items, or reminding you of things you otherwise would have missed.

Scenario B (high autonomy AI service): Imagine [company] is about to introduce a new
artificial intelligence service that makes personalized decisions for you based on your previous
interactions with [company]’s offerings. Such decisions could include, for example, renewing
subscriptions or ordering/delivering items/contents based on predicted liking/needs.

Our focal independent variable, participants’ trust in the company, was measured using a
standard 3-item Likert scale (1 5 strongly disagree, 7 5 strongly agree), with the company-
specific items, “I would rely on [company]”, “I would trust in [company],” and “[company] is
trustworthy,” adapted from Becerra and Korgoankar (2011). As an index of these items
showed high reliability (Cronbach’s alpha5 0.96), the itemswere averaged into a single trust-
in-the-company index prior to standardization and subsequent analyses.

To control for potential confounds beyond age, gender and region, participants’ were asked
to indicate if they had used AI-based services from the company before (“Have you ever used a
service from [company] that was delivered (at least in parts) through artificial intelligence?”;
answer options: yes,noandmaybe). Lastly, participants proceeded to answer questions related to
a different project, after which they were debriefed and remunerated.

Sample (N 5 503) Denmark % (N 5 5,850,189)

Age <18 – 19.68
18–33 34.59% 20.75
34–49 22.66% 19.56
50–66 24.25% 21.96
67–82 17.89% 14.90
>83 – 3.15

Gender Female 47.91% 50.25
Male 52.09% 49.75

Region Capital 12.72% 13.98
Islands (excl. Capital) 40.95% 40.70
Mainland 46.32% 45.32

Note(s): Population data obtained from Statistics Denmark (2021)
Source(s): Author’s own creation/work

Table 1.
Sample characteristics
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Validation study
To ensure that our conceptualization of AI autonomy was adequate in terms of classifying
high (vs low) autonomyAI services as constituting a worse fit with the companies consumers
did (vs did not) trust, we conducted a separate validation study (Gruijters, 2022; Otterbring
et al., 2022a, b) among 81 participants (34.6% female) through Prolific Academic, drawn from
the same country as in our main study (i.e. Denmark). Participants were presented with the
same AI service autonomy contexts as described above, and were instructed to indicate
whether the described AI service was consistent with their image of the company for which
they previously indicated the most (vs least) trust in, with the order randomized. Response
alternatives ranged from 1 (totally disagree) to 7 (totally agree). A 2 (AI autonomy: low vs
high) 3 2 (trust in the company: low vs high) within-subjects ANOVA revealed the
hypothesized interaction effect, F(1, 80) 5 11.32, p 5 0.001, ηp2 5 0.12. Follow-up paired-
samples t-tests revealed that consumers indeed perceived the high autonomy AI service as
constituting a significantly worse fit with the company (M 5 3.38, SD 5 1.86) than the low
autonomy AI service in the case of the company participants put most trust in (M 5 5.04,
SD 5 1.37; t(80) 5 8.16, p < 0.001, d 5 0.91). The same pattern applied to the company
participants put least trust in, although the effect size was substantially weaker in this latter
case (M5 3.75, SD5 1.79 vsM5 4.54, SD5 1.78; t(80)5 4.60, p< 0.001, d5 0.51). Thus, our
assumption about low high (vs low) autonomy AI as constituting a worse fit with companies
in general, and with companies that consumers trust in particular, was valid.

Analyses
To test the hypothesized relationships between AI service adoption intentions, consumer
trust in the company and AI autonomy, the data were subjected to a linear mixed model
analysis. The dependent variable was participants’ AI service adoption intentions, and the
two independent variables were trust in the company and AI autonomy (15 high,�15 low).
The variables for participants’ ID, company, and industry were specified as random effects to
control for the repeated measurement of AI service adoption intentions, individual
characteristics of participants not captured by the other variables and variation
introduced by the sampling approach. Additional control variables were prior use of AI
services from the company (15 yes, 05maybe,�15 no) as well as age, gender and region.
Continuous independent variables were standardized and mean centered to allow for
comparability of effects across the different models (Hair, 2010).

Results
Descriptive statistics
An overview of the descriptive statistics of the focal variables is shown in Table 2. As evident
from the table, participants’ adoption intentions for the two AI service scenarios were
considerably higher in the low autonomy AI service (M5 3.78, SD5 1.99) compared to the
high autonomy AI service (M5 2.71, SD5 1.90), with this difference in reported AI service
adoption intentions replicating across all six industries. The average trust in the companies
was above the scale midpoint of 4 overall (M5 5.05, SD5 1.38) and for each industry when
viewed in isolation (Mmin 5 4.72, Mmax 5 5.39). Participants’ reported previous usage of AI
from a companywas 13.7%overall, with themajority of participants reporting no prior usage
of AI (50.6%), and with a large proportion reporting uncertainty about their prior usage of AI
from the company (35.8%). Prior usage of AI was lowest in the groceries industry (9.6%) and
peaked in the e-commerce industry (24.5%). Industries for which participants were most
uncertain about their prior AI usage from the companies were in mobile operations (44.7%),
delivery (42.8%) and streaming (40.7%).
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Linear mixed model analysis
A series of five mixed linear regressions, summarized in Table 3, were conducted to stepwise
investigate the effects of the two focal variables (trust in the company and AI autonomy;
Models 1 and 2), the interaction effect of these two variables (Model 3), the influence of a
relevant control variable (prior AI service usage; Model 4) and the influence of the remaining
demographic variables included as controls (age, gender and region; Model 5) on the focal
dependent variable of consumer AI service adoption intentions.

In support of H1, Model 1 found a significant and positive relationship between
participants’ trust in the company and their intentions to adopt AI services from the same
company (b 5 0.39, SE 5 0.03, p < 0.001). This effect was found to be consistent across all
subsequent models, indicating robustness to the inclusion of control variables. Model 2
showed a significant and negative main effect of high (vs low) AI autonomy on participants’
AI service adoption intentions (b 5 �0.54, SE 5 0.02, p < 0.001). As with the main effect of
trust in the company, the main effect of AI autonomy also remained unchanged across all
subsequently presented models.

Model 3, which in addition to Models 1 and 2 also tested for the interaction of participants’
trust in the company and AI autonomy, found support for H2, given the significant and
negative interaction term between trust in the company and high (vs low) AI autonomy
(b 5 �0.14, SE 5 0.02, p < 0.001). The size of the effect suggests that high AI autonomy is
close to half the positive effect of trust in the company on AI service adoption relative to the
low autonomy AI service, as shown in Figure 2.

Model 4, which in addition to the variables used in the previous models also controlled for
participants’ prior use of AI services from the company, showed that while participants’ prior
use of AI from a company significantly increased their AI service adoption intentions for the
AI services in general from said company, this effect did not change the nature and
significance of the formerly established link between consumer trust in the company and AI
service adoption intentions nor did it change the moderating effect of AI autonomy.

Lastly, Model 5 showed that whereas participants’ age had a negative effect on AI service
adoption intentions, which is consistent with the general notion that digital natives and other
younger consumer segments are more prone to adopt new technology (Gilly and Zeithaml,
1985; Laukkanen, 2016), gender and region of participants did not influence the focal outcome
measure. Aswith the effect of prior use of AI services from the company, the significant effect
of age on consumers’ AI service adoption intentions did not change the nature and
significance of the focal findings.

Overall, the random effects of all reported models captured large amounts of individual
differences between participants in their AI service adoption intentions (τmin 5 1.52;
τmax 5 1.74), no variation was found to be attributed to individual companies and little
variation was attributed to the industries in our sample (τmin 5 0.02; τmax 5 0.03). The fixed
effects in Models 1 to 5 explained between 3.9 (Model 1) and 16.7% (Model 5) of the total
variance in participants’AI service adoption intentions, with the random effects boosting the
explained variance of the models to approximately 55.5% in the final model (Model 5).

Discussion
The increasing prevalence of AI-powered services has led to a growing interest in
understanding the factors that drive consumer adoption of these services. This study sought
to examine the relationship between consumer trust in companies and their intentions to
adopt high (vs low) autonomy AI services offered by the same companies. Our findings
indicate a significant and positive association between consumer trust in a company and their
intentions to adopt AI services from the same company. However, this relationship is
moderated by the level of AI autonomy, with the positive link between trust in the company
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and AI service adoption intentions being significantly weaker for AI services high (vs low) in
autonomy.

Theoretical contribution
The present findings contribute to the growing stream of literature on the role of consumer
trust in AI adoption (e.g. Frank et al., 2022; Kim et al., 2021; Liu andTang, 2018) by shifting the
focus away from trust in the technology toward trust in the company. In an empirical
investigation drawing on commitment–trust theory (e.g. Lin et al., 2023), the current research
establishes evidence for the hypothesized link between consumers’ AI service adoption
intentions and their trust in the company offering this service. This relationship was
replicated across all 23 consumer service companies and their associated six industries,
attesting to the generalizability of the commitment-trust relationship in consumers’ AI
service adoption decisions. Moreover, the positive effect of trust related to the companies was
not strengthened or weakened by prior experience with AI from these companies,
underscoring the independence of the company as a source of trust, distinct from the
characteristics of the AI technology itself (Delgado-Ballester and Munuera-Alem�an, 2001).

Another contribution of this research is the examination of AI autonomy’s role in consumers’
AI service adoption. Our findings build on previous research on categorization theory in the
context of autonomous vehicle adoption (Eggers and Eggers, 2022), showing that AI autonomy
serves as a significantmoderator in consumers’ perception of the alignment between a company
and the AI services it offers. Specifically, our results suggest that AI services high in autonomy
may not be well-aligned with consumers’ perceptions of trusted companies, thus undermining
the commitment-trust relationship these companies have established with their customers. This
interpretation is consistent with categorization theory, which posits that consumer adoption of

Figure 2.
Avisual representation

of the interaction of
consumer trust in the

company and AI
autonomy in shaping
consumer AI service
adoption intentions
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innovative products relies on the congruence between a company’s existing offerings and the
level of product innovation (Klink and Smith, 2001).

Practical implications
The results reported herein offer a set of practical implications useful for the successful
design, implementation andmarketing of AI services across different consumer contexts and
services industries. First, the demonstrated positive correlation between consumer trust in a
company and the adoption of its AI services highlights the opportunity for companies to
capitalize on established customer relationships when transitioning to AI-driven services.
This is corroborated by the fact that customers in the current research were well-acquainted
with the companies, as they reported to have regular interactions with these companies.
However, considering that only slightly above 10% of consumers reported experience with
AI from these companies, a pragmatic approachmight be preferred. Such an approach would
prioritize emphasizing the company’s inherent trust-building dimensions, rather than
focusing on investing into trust-building elements of the AI services themselves (cf. Casidy
et al., 2021). Moreover, the prospect of capitalizing consumer trust in a company for AI service
adoption should encourage institutional stakeholders to endorse investments in related trust-
building initiatives, such as enhancing transparency, streamlining processes and ensuring
privacy (Fox et al., 2022; Lin et al., 2023).

Second, our findings on the role of AI autonomy in consumer AI adoption raise a note of
caution concerning the adverse effects of increasing capabilities of AI services, which are
expected to provide value for companies and consumers (e.g. Davenport et al., 2020; Huang and
Rust, 2018, 2021). This is because high AI autonomy appears to diminish the positive effects of
consumer trust in a company relative to low autonomy AI services, suggesting that the
successful marketing of increasingly capable AI in consumer services will require other
differentiation strategies (Carmon et al., 2019). The relative ineffectiveness of consumer trust in a
company in case of high autonomy AI services suggests that the risks of adverse effects of
deploying suchAI servicesmay outweigh the benefits of drawingupon consumers’ positive and
trusting relationships with a parent company. This, in turn, paves the way for a less risky
approach of spinning out highly autonomousAI services under new companies, such as usedby
Alphabet (formerly Google) when the parent company spun out the entire self-driving car
business under a new company “Waymo” (Davies, 2016), arguably to minimize adverse effects
of an AI service that could take the wrong turns. According to our results, this strategymay be
superior to alternative approaches, as seen by Alphabets’ competitor Tesla offering a “full self-
driving capability” under its parent company’s name, as the latter approach tends to take huge
hits in company stock evaluations every time customers’ use of the AI driving-mode results in
some kind of car crashes with or without fatalities (Dey, 2021).

Lastly, our findings offer practical implications for policy makers who are to assess the
impact that AI has on various stakeholders in society (Hickok, 2021). Here, the need for trust
in companies in case of high autonomy AI services points toward a structural problem that
extends to the entire consumer service industry.We suggest that future policymeasures need
to be tailored to help facilitate consumer trust in companies that offer AI services. This could
be achieved through trust-building mechanisms, such as third-party certification and buyer
feedback mechanisms (cf. Liu and Tang, 2018), which would allow classification and
transparent communication of AI services high in autonomy, ultimately informing
consumers about the steps undertaken to conserve their autonomy of choice.

Limitations and future research
Although our study provides valuable insights into the role of trust in consumer adoption of
high and low autonomy AI services, it has a set of limitations. To guide future research, we
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have made several suggestions regarding predictors, moderators, mediators and outcome
variables that we believe deserve further attention when it comes to the interplay between
consumer trust, AI autonomy and AI adoption (see Table 4).

First, the present study specifically highlighted the existence and extent of AI when
prompting consumers to evaluate future AI offerings from the company. Although this was
done intentionally to ensure participants considered the implications of AI autonomy of the
described service, it may have affected consumer responses andmight not precisely represent
their reactions to AI-driven services that do not explicitly mention AI. Future research could
explore consumer responses to AI-driven services without directly referencing AI to yield a
more authentic, realistic and accurate understanding of the relationship between consumer
trust in a company, AI autonomy and AI service adoption.

Another limitation of this research lies in the study design potentially not capturing the
full complexity of consumer behavior in adopting AI services. While we recognize the
advantages of employing a representative sample and incorporating a diverse range of
companies across various industries, participants merely indicated their intentions to
adopt AI services from these companies, which may not accurately reflect their actual
behavior under real-world conditions (Baumeister et al., 2007; Cialdini, 2009; Otterbring,
2021). Future research could address this limitation by monitoring actual adoption
behavior of high and low autonomy AI services, in order to gain insights into the complex
interplay between consumer trust in companies, AI autonomy and real-world AI adoption
behavior.

Category Future research directions

Predictors
Individual differences Investigate the role of individual differences factors, such as personality traits,

on consumer trust in companies and adoption intentions for high and low
autonomy AI services

Antecedents of trust Examine how different trust-building facets, such as transparency or brand
familiarity, might influence consumer trust in companies and AI service
adoption

Moderators
AI autonomy Explore the contingency of the relationship between consumer trust in

companies and AI service adoption at varying levels of autonomy across
different AI systems

Industry-specific
characteristics

Investigate the moderating effects of industry-specific characteristics, such as
consumer risk perceptions, on the relationship between trust and AI service
adoption

Mediators
Perceptions of AI Examine the underlying mechanisms through which trust in companies

influences adoption, such as perceived benefits, quality, reliability or ease of use
Consumer attitudes Investigate the potential mediating effects of consumer emotions, attitudes or

beliefs toward AI on the relationship between trust and adoption intentions

Outcome variables
Actual adoption behavior Conduct studies on consumers’ actual adoption of AI services to gain insights

into the interplay between trust, AI autonomy and real-world consumer behavior
Marketing strategies Examine the potential effects of different marketing strategies, such as

persuasive messaging or incentives, on consumer trust, AI service adoption and
subsequent outcomes, such as customer satisfaction, spending or loyalty

Source(s): Author’s own creation/work

Table 4.
Potential avenues for
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Finally, a limitation of the current study is that it does not capture the underlying
mechanisms through which trust in companies influences adoption of the varying levels of
autonomy of AI services, nor did it consider potential antecedents of consumer trust in
companies. Future research would therefore benefit from experimental designs that
examine how different types of trust-building mechanisms, such as transparency or brand
familiarity (cf. Lin et al., 2023; Liu et al., 2021), influence consumer behavior in this context.
Likewise, as the next generation of AI services might even surpass the human capabilities
portrayed in our shopping scenarios, future studies should seek to further elevate AI
autonomy.

Conclusions
The overall conclusion of the current research is that consumer trust in a company is
positively associated with consumers’ willingness to adopt AI services from that company.
This relationship appears robust and consistent across all companies and corresponding
industries examined. However, the level of AI autonomymoderates this association, such that
high (vs low) AI autonomyweakens the positive relationship between trust in a company and
AI service adoption from that company. Taken together, these findings highlight the
relevance of understanding consumer trust in companies and AI autonomy for the successful
marketing of high and low autonomy AI services.
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