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Abstract

We propose a new pressure-based structure-preserving (SP) and quasi asymptotic preserving (AP) staggered semi-
implicit finite volume scheme for the unified first order hyperbolic formulation of continuum mechanics [1], which
goes back to the pioneering work of Godunov [2] and further work of Godunov and Romenski [3] and Peshkov &
Romenski [4]. The unified model is based on the theory of symmetric-hyperbolic and thermodynamically compatible
(SHTC) systems [2, 5] and includes the description of elastic and elasto-plastic solids in the nonlinear large-strain
regime as well as viscous and inviscid heat-conducting fluids, which correspond to the stiff relaxation limit of the
model. In the absence of relaxation source terms, the homogeneous PDE system is endowed with two stationary linear
differential constraints (involutions), which require the curl of distortion field and the curl of the thermal impulse to
be zero for all times. In the stiff relaxation limit, the unified model tends asymptotically to the compressible Navier-
Stokes equations.

The new structure-preserving scheme presented in this paper can be proven to be exactly curl-free for the homoge-
neous part of the PDE system, i.e. in the absence of relaxation source terms. We furthermore prove that the scheme is
quasi asymptotic preserving in the stiff relaxation limit, in the sense that the numerical scheme reduces to a consistent
second order accurate discretization of the compressible Navier-Stokes equations when the relaxation times tend to
zero. Last but not least, the proposed scheme is suitable for the simulation of all Mach number flows thanks to its
conservative formulation and the implicit discretization of the pressure terms.

Keywords: staggered semi-implicit finite volume schemes, structure-preserving curl-free schemes, asymptotic
preserving schemes, pressure-based all Mach number flow solver, computational fluid and solid mechanics,
symmetric hyperbolic and thermodynamically compatible systems (SHTC)

1. Introduction

The need of structure-preserving schemes for hyperbolic conservation laws with involution constraints is very
well known in the context of numerical methods for the solution of the Maxwell and MHD equations in the time
domain. There, the involution consists in the divergence-free condition of the magnetic field, which is a stationary
extra conservation law that is automatically satisfied by the governing PDE system for all times if the initial magnetic
field was divergence-free. Exactly divergence-free schemes (so-called constrained transport schemes) usually employ
a staggered mesh, see the pioneering work of Yee [6], where in two space-dimensions the edge-normal components of
the magnetic field are directly stored and evolved on the edges of the primary control volumes at the aid of an electric
field that is defined in the vertices of each edge. For further developments in the context of constrained transport
schemes, see e.g. the following list of references, which does not pretend to be complete, [7, 8, 9, 10, 11, 12]. An
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alternative to the use of exactly divergence-free schemes is the use of divergence cleaning techniques, which add
extra terms to the governing PDE system. This can be either achieved by the so-called Powell terms [13], which are
actually based on the symmetric form of the MHD equations found by Godunov in 1972, see [14], or the hyperbolic
generalized Lagrangian multiplier (GLM) approach of Munz et al. [15, 16].

The governing PDE system discussed in the present paper goes back to [2, 3, 4, 1] and in the absence of relaxation
source terms it is also endowed with two involution constraints, but here the curl of some quantities is required to
be zero for all times rather than the divergence. Much less is known about exactly or approximately curl preserving
finite volume schemes, probably because this type of involution is not yet as frequent as the well-known divergence
constraints on the magnetic and electric field in computational electromagnetics. It definitely arises in nonlinear
hyperelasticity, see e.g. the discussions in [5, 17, 18]. A rather general framework for the construction of structure-
preserving schemes (including curl-preserving methods) was developed by Hyman and Shashkov [19] and Jeltsch and
Torrilhon [20, 21]. Further work on mimetic and structure-preserving finite difference schemes can be found e.g. in
[22, 23, 24]. For curl-free wavelets the reader is referred to [25], while compatible finite elements are discussed, for
example, in [26, 27, 28, 29, 30, 31, 32]. The GLM approach of Munz et al. has been very recently also generalized
to PDE with curl involutions in [33, 34], while a comparison of different approaches to treat curl-free PDE has been
provided in [35].

Common to almost all the previously-mentioned exactly structure-preserving schemes is the fact that they require
the use of a staggered grid in order to provide natural and compatible definitions of the discrete curl, gradient and
divergence operators. But staggered grids are not only used in the context of structure-preserving schemes. They
are also widely used in the context of semi-implicit schemes for the solution of the incompressible Navier-Stokes
equations since the pioneering work of Harlow and Welch [36]. For a non-exhaustive overview of some of the most
important contributions concerning pressure-based staggered semi-implicit finite difference schemes for the Navier-
Stokes and shallow water equations the reader is referred to [37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49]. For
a new family of staggered hybrid finite volume / finite element schemes for incompressible and weakly compressible
flows, see e.g. [50, 51] and references therein. It is therefore a very natural choice to employ staggered meshes when
constructing a new semi-implicit structure-preserving scheme, which is the declared objective of this paper.

As already stated before, staggered semi-implicit schemes are typically used in the context of incompressible or low
Mach number flows. The first semi-implicit scheme for the compressible Euler equations was the method of Casulli
and Greenspan [52], but this scheme was not conservative and thus not suitable for the simulation of shock waves.
For the compressible high Mach number flows, usually explicit density-based Godunov-type finite volume schemes
are employed, see [53, 54, 55, 56, 57, 58, 59, 60, 61, 62], because of their intrinsic conservation property that allows
the correct computation of shock waves. Up to now, semi-implicit methods are only rarely used for the simulation
of compressible flows with shock waves, but some recent developments can be found in [63, 64, 65, 66, 67, 68, 69],
where new families of conservative pressure-based semi-implicit schemes were introduced and which are therefore
also suitable for shock waves and compressible flows at all Mach numbers. However, to the best knowledge of
the authors currently there exists no numerical scheme for the model [1] (called GPR model in the following) that
satisfies all involution constraints exactly on the discrete level, which is furthermore asymptotic preserving (AP) for
vanishing relaxation times and which is suitable for all Mach number flows. A very recent all speed scheme for
nonlinear hyperelasticity can be found in [70]. For a review about Lagrangian and Eulerian schemes for nonlinear
hyperelasticity, see [3, 71, 5, 72, 73, 74, 75, 76, 4, 77, 1, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89].

The declared aim of this paper is therefore to develop a new, conservative, pressure-based semi-implicit finite
volume method on staggered meshes for the solution of the model (1), which is at the same time structure-preserving
(SP) for all involution constraints, (quasi) asymptotic-preserving (AP) in the stiff relaxation limit and suitable for all
Mach number flows. It is well-known that explicit density-based solvers become inefficient and inaccurate in the
low Mach number regime and for these reasons an implicit time discretization is needed. However, discretizing all
terms implicitly would in general lead to a highly nonlinear non-symmetric system with a large number of unknowns
(density, velocity, pressure, distortion field and thermal impulse), for which convergence is very difficult to control.
Therefore, the new structure-preserving semi-implicit finite volume (SPSIFV) method proposed in this paper uses
instead (i) an explicit discretization for all nonlinear convective terms, (ii) a compatible and structure-preserving
explicit discretization for the distortion field and the thermal impulse on a vertex-based staggered mesh, (iii) while an
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implicit discretization is only employed for the pressure terms and for the stiff algebraic relaxation source terms. This
judicious combination leads in the end to only one mildly-nonlinear and symmetric positive definite system for the
fluid pressure as the only unknown. The properties of the resulting pressure system allow the use of the Newton-type
techniques of Casulli et al. [90, 91, 92, 93], for which convergence has been rigorously proven. Due to the implicit
pressure terms, the time step of our new scheme is only restricted by the fluid velocity and characteristic wave speeds
of shear and heat wave propagation, and not by the adiabatic sound speed. For this reason, the method proposed in
this paper is a true structure-preserving all Mach number flow solver.

We underline that a new family of explicit high order curl-preserving Godunov-type finite volume schemes, which
makes use of an edge-based staggering in combination with a high order curl-preserving WENO reconstruction and
multi-dimensional Riemann solvers, has been very recently introduced by Balsara et al. in [94], while the method
proposed in the present paper makes use of a vertex-based staggering and a semi-implicit pressure-based formulation.

The rest of the paper is organized as follows: in Section 2 we briefly recall the unified first order hyperbolic GPR
model of continuum mechanics. In Section 3 we present the new staggered semi-implicit structure-preserving finite
volume scheme. The mathematical properties of the numerical method are analyzed in Section 4 and computational
results for a large set of test problems are shown in Section 5. The paper closes with Section 6, in which we give some
concluding remarks and an outlook to future work.

2. Unified first order hyperbolic model of continuum mechanics

2.1. Governing PDE system

The unified first order hyperbolic GPR model of continuum mechanics including heat conduction reads as follows,
see also [5, 4, 1]

∂ρ

∂t
+
∂(ρvk)
∂xk

= 0, (1a)

∂ρvi

∂t
+
∂ (ρvivk + p δik − σik)

∂xk
= 0, (1b)

∂Aik

∂t
+
∂(Aimvm)
∂xk

+ vm

(
∂Aik

∂xm
−
∂Aim

∂xk

)
= −

ψik

θ1(τ1)
, (1c)

∂Jk

∂t
+
∂ (Jmvm + T )

∂xk
+ vm

(
∂Jk

∂xm
−
∂Jm

∂xk

)
= −

Hk

θ2(τ2)
, (1d)

∂ρE
∂t

+
∂ (vkρE + vi(p δik − σik) + qk)

∂xk
= 0. (1e)

Here, ρ is the mass density, vi is the velocity field, Aik is the distortion field (which is a basis triad and thus transforms
as a set of three vectors and not as a tensor under coordinate transforms), Jk is the thermal impulse density (it has the
SI units K · s

m ), ρE is the total energy density, p is the fluid pressure, σik is the stress tensor that contains shear stress
as well as thermal stresses, and qk is the heat flux.

Furthermore, the energy potential E plays the role of the closure for system (1). Thus, thermodynamic consistency
of (1) requires that the pressure be p = ρ2Eρ, the temperature T = ES , the stress tensor

σik = −ρA jiEA jk − ρJiEJk = −ρA jiψ jk − ρJiHk, (2)

ψik := EAik , Hk := EJk , and the heat flux
qk = ρES EJk = ρT Hk, (3)
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where Eρ, ES , EAik , etc. denote partial derivative of E with respect to the state variables Eρ = ∂E/∂ρ, ES = ∂E/∂S ,
EAik = ∂E/∂Aik, etc. Therefore, to close system (1), one has to provide the specific expression for the energy E.

We remark that the thermal impulse equation (1d) is different from the one used in our previous papers [1, 95].
Both equations, although they look slightly different, are compatible with the Fourier law of heat conduction in the
equilibrium limit (small relaxation times τ2 → 0). The thermal impulse equation [1, 95] has a convenient divergence
form (i.e. it can be written as four-divergence of a vector field) and free of involution constraints which is good for
numerical purposes, while the equation (1d) can not be represented in a fully conservative flux divergence form. Nev-
ertheless, the heat conduction equation (1d) proposed by Romenski in [5] should be considered more preferable from
the theoretical standpoint. First of all, it admits a variational formulation [79], while the thermal impulse equation
from [1, 95] does not. Second, (1d) is consistent with the Hamiltonian formulation for non-equilibrium thermody-
namics known as GENERIC [96, 97], see [79]. This implies that (1d) should be more advantageous for describing
heat transfer in non-equilibrium settings. Last, the equations with exactly the same structure of differential terms as
(1d) and thus, with the curl involution appear in many other physical settings, e.g. multi-phase flows [98], continuum
modeling of surface tension [99], and hyperbolic reformulation of the nonlinear Schrödinger’s equation [100].

2.2. Consistency with thermodynamics

The model is also endowed with the following evolution equation for the entropy density ρS

∂ρS
∂t

+
∂ (ρS vk + ρHk)

∂xk
=

ρ

θ1(τ1)T
ψikψik +

ρ

θ2(τ2)T
HiHi ≥ 0 (4)

which establishes the second law of thermodynamics for system (1).

System (1) belongs to the class of so-called Symmetric Hyperbolic and Thermodynamically Compatible (SHTC)
systems [79] proposed by Godunov and Romenski in a series of papers [2, 14, 101, 5, 102]. In particular, this means
that the over-determined1 system (1) is compatible that is, the energy equation (1e), in fact, can be obtained as the
linear combination of the remaining equations multiplied by certain factors (e.g. see [79])

(1e) = (ρE)ρ · (1a) + (ρE)ρvi · (1b) + (ρE)Aik · (1c) + (ρE)Jk · (1d) + (ρE)ρS · (4) (5)

In particular, the source terms in (1c) and (1d) are designed in such a way that, on one hand energy is conserved (there
is no source term in (1e)) and, on the other hand the physical entropy is non-decreasing (see the entropy inequality
in (4)).

2.3. Involution constraints

An important feature of the distortion and thermal impulse equations is that, e.g. see [79, 103],

∂

∂t
(∇ × A − B) = 0,

∂

∂t
(∇ × J −Ω) = 0, (6)

where B = [Bi j] and Ω = [Ωi] are the solutions to

∂Bi j

∂t
+

∂

∂xk

(
Bi jvk − v jBik + ε jkmθ

−1
1 ψim

)
+ v j

∂Bik

∂xk
= 0, (7a)

∂Ω j

∂t
+

∂

∂xk

(
Ω jvk − v jΩk + ε jkmθ

−1
2 Hm

)
+ v j

∂Ωk

∂xk
= 0, (7b)

1This system is over-determined because we have more equations than unknowns.
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which can be derived from (1c) and (1d) by applying the curl operator “∇×” to them. It follows from these equations
that, in the absence of source terms (θ1 ∼ τ1 → ∞ and θ2 ∼ τ2 → ∞), the solution to (1) satisfies the following two
stationary linear constraints (involutions)

∂Aik

∂xm
−
∂Aim

∂xk
= 0, and

∂Jk

∂xm
−
∂Jm

∂xk
= 0, (8)

if these constraints are satisfied by the initial data at t = 0. For finite values of τ1 and τ2 these curls are not zero in
general, but satisfy the time evolution equations (7).

It is important to emphasize that even if the source terms in (1c) and (1d) are absent and thus, ∂mAik − ∂kAim = 0
and ∂mJk − ∂k Jm = 0, the PDEs (1c) and (1d) should not be replaced with equations in a conservative form such as

∂Aik

∂t
+
∂(Aimvm)
∂xk

= 0,
∂Jk

∂t
+
∂ (Jmvm + T )

∂xk
= 0, (9)

because this would immediately destroy both the thermodynamic consistency, as well as the Galilean invariance.
For example, equations (9) are not compatible with the energy conservation law (1e) in the sense of (5). Also, the
conservative equations (9) have a characteristic structure that is not compatible with Galilean invariance of the PDE
system, similar to the equations of magnetohydrodynamics (MHD) [104], which also belong to the SHTC class of
equations [105].

Finally, we note that, generally speaking, an involution preserving scheme should in principle guarantee that the
numerical solution to the full GPR model (i.e. with the dissipative source terms in (1c) and (1d)) should also satisfy
equations (6) and (7). So far, we are not there yet, hence we only propose a numerical scheme which guarantees the
fulfillment of the stationary involution constraints (8) in the absence of dissipative source terms.

2.4. Structural aspects of the governing PDEs

The SHTC theory starts from the question on the admissible structure of mechanically and thermodynamically
consistent equations in continuum mechanics, e.g. see [79]. Therefore, there are several structural aspects of the
governing equations that, ideally, have to be respected also at the discrete level. In what follows, we summarize three
main structural features (SF) of the SHTC equations, the fulfillment of which at the discrete level may potentially be
beneficial for the quality of the numerical solution.

SF1. Overdetermination: Equations (1), (4) form an overdetermined system of PDEs, that is there is one more
equation than unknowns. But in fact, the total energy E is not an unknown but a potential E = E(ρ, S , vi, Aik, Jk)
while the entropy is a true unknown. However, usually it is not the entropy PDE (4) but the energy conservation
law (1e) which is considered within the equations to be discretized in order to guaranty the energy conservation
at the discrete level. Nevertheless, one may think of a new class of numerical schemes that explicitly takes
into account the summation property (5) also at the discrete level. Such a scheme would discretize the entropy
inequality (4) instead of the energy conservation law (1e), but due to the fulfillment of the summation property
(5) at the discrete level it would automatically also guarantee the discrete energy conservation. We note that a
general purpose scheme usually cannot automatically guarantee (5) at the discrete level.

SF2. Involution constraints: Homogeneous SHTC equations are usually endowed with stationary involution con-
straints of the type (8) which are usually just a part of a more general integrability condition like (7), e.g. see
[79]. In this paper, we deal directly with stationary involution constraints of SHTC equations, while the general
case of an integrability condition compatible scheme will be covered in future publications.

SF3. Equilibrium subsystem: SHTC equations posses two limiting PDE structures formally corresponding to
τ1 → ∞, τ2 → ∞ (short wave-length limit) and τ1 → 0, τ2 → 0 (long wave-length limit). The former
has the full SHTC structure and corresponds to the most non-equilibrium state of the system and is described
by the homogeneous part of (1) with involution constraints (8), while the later has the reduced structure of five
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Euler equations of ideal fluid2 (τ1 = τ2 = 0, global thermodynamic equilibrium) or five Navier-Stokes-Fourier
equations (τ1 � 1, τ2 � 1, local thermodynamic equilibrium). Thus, a proper structure preserving scheme
should be able to reproduce both limits of SHTC equations as is the case with the proposed novel SPSIFV
scheme.

SF4. Hamiltonian structure and symplectic integrators: as it was shown recently [79], the SHTC equations have
an underlying Hamiltonian and thus geometrical structure. This means that the reversible part of the time
evolution (i.e. all the differential terms in the left hand-side of (1), (4)) is actually generated by corresponding
Poisson brackets. In fact, in Hamiltonian mechanics, there is a class of methods, called symplectic integrators
[106], which aims in retaining the underlying geometrical structure of the governing equations. Adoption of a
similar strategy for the numerical solution of the SHTC equations may, at least in principle, improve the overall
quality and physical consistency of the numerical solution.

2.5. Equation of state

Throughout this paper we assume that the specific total energy can be written as a sum of three contributions as

E(ρ, vi, p, Aik, Jk) = E1(ρ, p) + E2(Aik, Jk) + E3(vi), (10)

with the specific internal energy given by the ideal gas equation of state

E1(ρ, p) =
p

ρ(γ − 1)
, or E1(ρ, s) =

c2
0

γ(γ − 1)
, c2

0 = γργ−1es/cv (11)

in the case of gases, and given by the so-called stiffened gas equation of state

E1(ρ, p) =
c2

0

γ(γ − 1)

(
ρ

ρ0

)γ−1

es/cv +
ρ0c2

0 − γp0

γρ
(12)

in the case of solids (cv is the specific heat at constant volume, γ is the ration of specific heats, and p0 and ρ0 are
the reference pressure and mass density, respectively). The specific energy stored in material deformations and in the
thermal impulse is

E2(Aik, Jk) =
1
4

c2
sG̊i jG̊i j +

1
2
α2Jk Jk, (13)

where cs is the characteristic velocity (assumed to be constant in this paper) of propagation of shear perturbations,
while α (also constant) relates to the characteristic velocity of thermal perturbations ch as c2

h ∼ α
2T/cv (the SI units

of α are m2

s2 · K−1 ∼ [cv]). Furthermore, Gi j = AkiAk j is the Riemannian metric tensor induced by the mapping from
Eulerian coordinates to the current stress-free reference configuration and G̊i j is its trace-free part, defined as usual by

G̊i j = Gi j −
1
3

Gkk δi j. (14)

For an alternative equation of state in nonlinear hyperelasticity, see [77]. The specific kinetic energy is contained in
the third contribution to the total energy and reads

E3(vk) =
1
2

vivi. (15)

With the equation of state chosen above, we get the following expressions for the stress tensor, the heat flux and the
functions ψik = EAik and Hk = EJk present in the relaxation source terms:

σik = ρc2
sGi jG̊ jk + ρα2JiJk, qk = ρTα2Jk, (16)

2Or eight equations of ideal magnetohydrodynamics [95] if coupled with the electromagnetic fields.
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ψik = c2
s Ai jG̊ jk, Hk = α2Jk. (17)

The functions θ1 and θ2 are chosen in such a way that a constant shear viscosity µ and thermal conductivity κ are
obtained in the stiff relaxation limit, see [1] for a formal asymptotic analysis:

θ1(τ1) =
1
3
τ1c2

s |A|
5
3 , θ2(τ2) = τ2

α2

ρT
, (18)

Following the procedure detailed in [1], one can show via formal asymptotic expansion that in the stiff relaxation limit
τ1 → 0, τ2 → 0 (i.e. small but fixed relaxation times τ1 � 1, τ2 � 1), the stress tensor and the heat flux reduce to

σ = −
1
6
ρ0c2

sτ1

(
∇v + ∇vT −

2
3

(∇ · v) I
)
−

α2

ρT 2 τ
2
2∇T ⊗ ∇T, (19)

and
q = −α2τ2∇T, (20)

so that
µ =

1
6
ρ0τ1c2

s , κ = τ2α
2. (21)

One can see that the leading terms in the asymptotic expansions of the heat flux and stress tensor correspond to
the Fourier law and Navier-Stokes viscous stress respectively. The second order with respect to τ2 term in (19) is
negligible for small τ2 � 1.

3. Numerical method

System (1) can be written more compactly in the following matrix-vector notation

∂tQ + ∇ · F(Q) + B(Q) · ∇Q = S(Q), (22)

with the state vector Q = (ρ, ρvi, Aik, Jk, ρE)T , the flux tensor F(Q), the non-conservative product B(Q)·∇Q containing
the curl terms and the vector of potentially stiff algebraic relaxation source terms S(Q). As proposed in [67, 69] we
now split the flux tensor into a convective part and a pressure part. However, the equations for the new objects Aik,
Jk as well as their respective contributions to the momentum equation and to the total energy conservation law need
a special compatible and structure-preserving discretization using a vertex-based grid staggering. Hence, eqn. (22) is
rewritten as

∂tQ + ∇ ·
(
Fc(Q) + Fp(Q) + Fv(Q)

)
+ ∇Gv(Q) + Bv(Q) · ∇Q = S(Q), (23)

where Fc(Q) refers to purely convective fluxes that will be discretized explicitly and Fp(Q) are the pressure fluxes that
will be discretized implicitly using an edge-based staggered grid. The resulting splitting into pressure and convective
fluxes is identical to the flux-vector splitting scheme of Toro and Vázquez-Cendón recently forwarded in [107]. The
remaining terms Fv(Q), ∇Gv(Q) and Bv(Q) · ∇Q will be carefully discretized in a structure-preserving manner using
an explicit scheme on an appropriate vertex-based staggered grid. The relaxation source terms S(Q) can become stiff
and thus require an implicit discretization on the vertex-based staggered mesh.

The split fluxes read

Fc =


ρvk

ρvivk

0
0

ρvk(E2 + E3)

 , Fp =


0

pδik

0
0

hρvk

 , Fv =


0
−σik

0
0

−viσik + qk

 , (24)
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with the specific enthalpy h = E1 + p/ρ. The terms involving the gradient operator ∇Gv(Q) and the non-conservative
product containing the curl terms read

Gv(Q) =


0
0

Aimvm

Jmvm + T
0

 , Bv(Q) · ∇Q =



0
0

vm

(
∂Aik
∂xm
−

∂Aim
∂xk

)
vm

(
∂Jk
∂xm
−

∂Jm
∂xk

)
0


. (25)

The following subsystem

∂tQ + ∇ · (Fc(Q) + Fv(Q)) + ∇Gv(Q) + Bv(Q) · ∇Q = S(Q), (26)

will be discretized explicitly, apart from the potentially stiff algebraic source terms in S, which are discretized implic-
itly with a simple backward Euler scheme. The discretization method presented in the next section will consist in a
combination of a classical second order MUSCL-Hancock type [62] TVD finite volume scheme for the convective
fluxes Fc, a curl-free discretization for the terms Gv and Bv · ∇Q using compatible gradient and curl operators as well
as a vertex-based discretization of the terms Fv. The eigenvalues of subsystem (26) in x direction are

λc,v
1,2 =

1
2

u ±
1
2

√
4T
cv
α2 + u2, λc,v

3,4 = u ±
2
3

√
3cs, λc,v

5,6,7,8 = u ± cs, λc,v
9,10,··· ,17 = u. (27)

The remaining pressure subsystem, which will be discretized implicitly, reads as follows:

∂tQ + ∇ · Fp(Q) = 0. (28)

As already mentioned before, the resulting pressure subsystem is formally identical to the Toro-Vázquez pressure
system [107], hence its eigenvalues in x direction are

λ
p
1,2 =

1
2

(
u ±

√
u2 + 4c2

0

)
, λ

p
3,4,5,··· ,17 = 0, (29)

with the adiabatic sound speed c0, e.g. for the ideal gas EOS we have, as usual, c2
0 = γp/ρ.

3.1. Staggered mesh and discrete divergence, curl and gradient operators

To simplify the description of the numerical scheme, we restrict the discussion to two-dimensional motion, i.e.
we assume that ∂

∂x3
vanishes for all fields and thus, we assume a two-dimensional physical domain Ω spread in

x1 = x and x2 = y and which is covered by a set of equidistant and non-overlapping Cartesian control volumes
Ωp,q = [xp− 1

2 , xp+ 1
2 ] × [yq− 1

2 , yq+ 1
2 ] with uniform mesh spacings ∆x = xp+ 1

2 − xp− 1
2 and ∆y = yq+ 1

2 − yq− 1
2 in x and y

direction, respectively, and with xp± 1
2 = xp ± ∆x/2 and yq± 1

2 = yq ± ∆y/2. Nevertheless, we keep all 3-rd components
of vectors and tensors in the discussion. The 3D extension of the scheme is straightforward. We will furthermore
use the notation ex = (1, 0, 0), ey = (0, 1, 0) and ez = (0, 0, 1) for the unit vectors pointing into the directions of the
Cartesian coordinate axes.

To avoid confusion between tensor indices and discretization indices, throughout this paper we will use the sub-
scripts i, j, k, l,m for tensor indices and the superscripts n, p, q, r, s for the discretization indices in time and space,
respectively. The discrete spatial coordinates will be denoted by xp and yq, while the set of discrete times will be
denoted by tn. For a sketch of the employed staggered grid arrangement of the main quantities, see Fig. 1.

The main ingredients of the new structure-preserving staggered semi-implicit scheme proposed in this paper are
the definitions of appropriate discrete divergence, gradient and curl operators acting on quantities that are arranged in
different and judiciously chosen locations on the staggered mesh. The discrete pressure field at time tn is denoted by
ph,n and its degrees of freedom are located in the center of each control volume as pp,q,n = p(xp, yq, tn). Throughout
this paper we denote with the superscript h the set of all degrees of freedom of the discrete solution and all degrees of

8



Figure 1: Staggered mesh configuration with the pressure field pp,q,n defined in the cell barycenters, the velocity field components v
p+ 1

2 ,q,n
1 and

v
p,q+ 1

2 ,n
2 defined on the edge-based staggered dual grids, respectively, and the distortion field A

p+ 1
2 ,q+ 1

2 ,n
ik as well as the specific thermal impulse

J
p+ 1

2 ,q+ 1
2 ,n

k defined on the vertices of the main grid.

freedom generated by a discrete operator, in order to ease notation. The discrete velocities vh,n
1 and vh,n

2 are arranged

in an edge-based staggered fashion, i.e. up+ 1
2 ,q,n := vp+ 1

2 ,q,n
1 = v1(xp+ 1

2 , yq, tn) and vp,q+ 1
2 ,n := vp,q+ 1

2 ,n
2 = v2(xp, yq+ 1

2 , tn).
The discrete distortion field Ah,n = Ah,n

ik and the discrete thermal impulse Jh,n = Jh,n
k are defined on the vertices of each

spatial control volume as Ap+ 1
2 ,q+ 1

2 ,n
ik = Aik(xp+ 1

2 , yq+ 1
2 , tn) and Jp+ 1

2 ,q+ 1
2 ,n

k = Jk(xp+ 1
2 , yq+ 1

2 , tn), respectively. For clarity,
see again Fig. 1.

The discrete divergence operator, ∇h·, acting on a discrete vector field vh,n is abbreviated by ∇h ·vh,n and its degrees
of freedom are given by

∇p,q · vh,n = ∂
p,q
k vh,n

k =
vp+ 1

2 ,q,n
1 − vp− 1

2 ,q,n
1

∆x
+

vp,q+ 1
2 ,n

2 − vp,q− 1
2 ,n

2

∆y
, (30)

i.e. it is based on the edge-based staggered values of the field vh,n. It defines a discrete divergence on the control
volume Ωp,q via the Gauss theorem,

∇p,q · vh,n =
1

∆x∆y

∫
Ωp,q

∇ · vdx =
1

∆x∆y

∫
∂Ωp,q

v · n dS , (31)

based on the mid-point rule for the computation of the integrals along each edge of Ωp,q. In (31) the outward pointing
unit normal vector to the boundary ∂Ωp,q of Ωp,q is denoted by n. In a similar manner, the z component of the discrete
curl, ∇h×, of a discrete vector field Jh,n is denoted by

(
∇h × Jh,n

)
· ez and its degrees of freedom are naturally defined

9



as (
∇p,q × Jh,n

)
· ez = ε3 jk∂

p,q
j Jh,n

k

=
1
2

 Jp+ 1
2 ,q+ 1

2 ,n
2 − Jp− 1

2 ,q+ 1
2 ,n

2

∆x
+

Jp+ 1
2 ,q−

1
2 ,n

2 − Jp− 1
2 ,q−

1
2 ,n

2

∆x

 −
1
2

 Jp+ 1
2 ,q+ 1

2 ,n
1 − Jp+ 1

2 ,q−
1
2 ,n

1

∆y
+

Jp− 1
2 ,q+ 1

2 ,n
1 − Jp− 1

2 ,q−
1
2 ,n

1

∆y

 , (32)

making use of the vertex-based staggered values of the field Jh,n, see the right panel in Fig. 2. In Eqn. (32) the symbol
εi jk is the usual Levi-Civita tensor. Eqn. (32) defines a discrete curl on the control volume Ωp,q via the Stokes theorem(

∇h × Jh,n
)
· ez =

1
∆x∆y

∫
Ωp,q

(∇ × J) · ez dx =
1

∆x∆y

∫
∂Ωp,q

J · t dS , (33)

based on the trapezoidal rule for the computation of the integrals along each edge of Ωp,q. Since the distortion field A
transforms as a vector and not as a rank 2 tensor (A is a triad and thus a set of three vectors), the degrees of freedom
of the z component of the discrete curl of Ah,n simply read(

∇p,q × Ah,n
)
· ez = ε3 jk∂

p,q
j Ah,n

ik

=
1
2

Ap+ 1
2 ,q+ 1

2 ,n
i2 − Ap− 1

2 ,q+ 1
2 ,n

i2

∆x
+

Ap+ 1
2 ,q−

1
2 ,n

i2 − Ap− 1
2 ,q−

1
2 ,n

i2

∆x

 −
1
2

Ap+ 1
2 ,q+ 1

2 ,n
i1 − Ap+ 1

2 ,q−
1
2 ,n

i1

∆y
+

Ap− 1
2 ,q+ 1

2 ,n
i1 − Ap− 1

2 ,q−
1
2 ,n

i1

∆y

 . (34)

Last but not least, we need to define a discrete gradient operator that is compatible with the discrete curl, so that the
continuous identity

∇ × ∇φ = 0 (35)

also holds on the discrete level. If we define a scalar field in the barycenters of the control volumes Ωp,q as φp,q,n =

φ(xp, yq, tn) then the corner gradient generates a natural discrete gradient operator ∇h of the discrete scalar field φh,n

that defines a discrete gradient in all vertices of the mesh. The corresponding degrees of freedom generated by ∇hφh,n

read (see the left panel of Fig. 2)

∇p+ 1
2 ,q+ 1

2 φh,n = ∂
p+ 1

2 ,q+ 1
2

k φh,n =


1
2

(
φp+1,q+1,n−φp,q+1,n

∆x +
φp+1,q,n−φp,q,n

∆x

)
1
2

(
φp+1,q+1,n−φp+1,q,n

∆y +
φp,q+1,n−φp,q,n

∆y

)
0

 . (36)

It is then straightforward to verify that an immediate consequence of (32) and (36) is

∇h × ∇hφh,n = 0, (37)
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Figure 2: Left: stencil of the discrete gradient operator, which computes the corner gradient of a scalar field defined in the cell barycenter. Right:
stencil of the discrete curl operator, which defines the curl inside the cell barycenter using the vector field components defined in the corners of the
primary control volume. In the right panel we also show the total 9-point stencil that is needed for the discrete identity ∇h × ∇hφh,n = 0.

i.e. one obtains a discrete analogue of (35). This can be easily seen by computing(
∇p,q × ∇p+ 1

2 ,q+ 1
2 φh,n

)
· ez =

1
4

(
φp+1,q+1,n − φp+1,q,n + φp,q+1,n − φp,q,n

)
+

(
φp+1,q,n − φp+1,q−1,n + φp,q,n − φp,q−1,n

)
∆x∆y

−

1
4

(
φp,q+1,n − φp,q,n + φp−1,q+1,n − φp−1,q,n

)
+

(
φp,q,n − φp,q−1,n + φp−1,q,n − φp−1,q−1,n

)
∆x∆y

−

1
4

(
φp+1,q+1,n − φp,q+1,n + φp+1,q,n − φp,q,n

)
+

(
φp,q+1,n − φp−1,q+1,n + φp,q,n − φp−1,q,n

)
∆y∆x

+

1
4

(
φp+1,q,n − φp,q,n + φp+1,q−1,n − φp,q−1,n

)
+

(
φp,q,n − φp−1,q,n + φp,q−1,n − φp−1,q−1,n

)
∆y∆x

= 0. (38)

We furthermore define the following averaging operators from the three different staggered meshes to the cell
barycenter (xp, yq):

Jp,q,n
k =

1
4

(
Jp− 1

2 ,q−
1
2 ,n

k + Jp+ 1
2 ,q−

1
2 ,n

k + Jp− 1
2 ,q+ 1

2 ,n
k + Jp+ 1

2 ,q+ 1
2 ,n

k

)
,

vp,q,n
1 =

1
2

(
vp− 1

2 ,q,n
1 + vp+ 1

2 ,q,n
1

)
,

vp,q,n
2 =

1
2

(
vp,q− 1

2 ,n
2 + vp,q+ 1

2 ,n
2

)
. (39)
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3.2. Explicit, compatible discretization of the distortion field and of the thermal impulse

The key ingredient of the numerical method proposed in this paper is the proper discretization of the terms ∇Gv(Q)
and Bv(Q)∇Q present in (23). We propose the following compatible discretization for the thermal impulse equation:

Jp+ 1
2 ,q+ 1

2 ,n+1
k = Jp+ 1

2 ,q+ 1
2 ,n

k − ∆t ∂p+ 1
2 ,q+ 1

2
k

(
Jh,n

m vh,n
m + T h,n

)
−∆t

1
4

1∑
r=0

1∑
s=0

vp+r,q+s,n
m

(
∂

p+r,q+s
m Jh,n

k − ∂
p+r,q+s
k Jh,n

m

)
−∆t

ρp+ 1
2 ,q+ 1

2 ,n T p+ 1
2 ,q+ 1

2 ,n

τ2
Jp+ 1

2 ,q+ 1
2 ,n+1

k . (40)

It is easy to check that in the homogeneous case (when τ2 → ∞ and therefore the algebraic source term vanishes) for
an initially curl-free vector field Jh,n that satisfies ∇h × Jh,n = 0 also ∇h × Jh,n+1 = 0 holds. To see this, one needs
to apply the discrete curl operator ∇h× to Eqn. (40). One realizes that the second row of (40), which contains the
discrete curl of Jh,n vanishes immediately, due to ∇h × Jh,n = 0. The third row vanishes because τ2 → ∞. The curl of
the first term on the right hand side in the first row of Eqn. (40) is zero because of ∇h × Jh,n = 0 and the curl of the
second term is zero because of ∇h × ∇hφh,n = 0, with the auxiliary scalar field φh,n = Jh,n

m vh,n
m + T h,n, whose degrees

of freedom are computed as φp,q,n = Jp,q,n
m vp,q,n

m + T p,q,n after averaging of the velocity vector and the thermal impulse
vector into the barycenters of the control volumes Ωp,q. The key ingredient of our compatible discretization for the
J equation is indeed the use of a discrete gradient operator that is compatible with the discrete curl operator, see Eq.
(38).

The discrete form of the evolution equation of the distortion field is very similar to (40) and reads

Ap+ 1
2 ,q+ 1

2 ,n+1
ik = Ap+ 1

2 ,q+ 1
2 ,n

ik − ∆t ∂p+ 1
2 ,q+ 1

2
k

(
Ah,n

im vh,n
m

)
−∆t

1
4

1∑
r=0

1∑
s=0

vp+r,q+s,n
m

(
∂

p+r,q+s
m Ah,n

ik − ∂
p+r,q+s
k Ah,n

im

)

−∆t

∣∣∣∣∣Ap+ 1
2 ,q+ 1

2 ,n+1
i j

∣∣∣∣∣ 5
3

τ1
Ap+ 1

2 ,q+ 1
2 ,n+1

i j G̊p+ 1
2 ,q+ 1

2 ,n+1
jk . (41)

Following exactly the same reasoning as for the discrete thermal impulse equation, it is easy to check that in the
homogeneous case (when τ1 → ∞) for an initially curl-free distortion field Ah,n that satisfies ∇h × Ah,n = 0 also
∇h × Ah,n+1 = 0 holds.

3.3. Compatible numerical viscosity

The previous discretizations were all central and thus without artificial numerical viscosity. In order to add a
compatible numerical viscosity operator, we need to recall the definition of the vector Laplacian at the continuous
level, which reads:

∇2J = ∇ (∇ · J) − ∇ × ∇ × J (42)

In order to define a discrete analogue of (42) we define another discrete divergence operator as follows:

∇p+ 1
2 ,q+ 1

2 · Jh,n = ∂
p+ 1

2 ,q+ 1
2

k Jh,n
k =

1
2

 Jp+1,q+1,n
1 − Jp,q+1,n

1

∆x
+

Jp+1,q,n
1 − Jp,q,n

1

∆x

 +

1
2

 Jp+1,q+1,n
2 − Jp+1,q,n

2

∆y
+

Jp,q+1,n
2 − Jp,q,n

2

∆y

 . (43)
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The discrete vector Laplacian then simply reads

∇p+ 1
2 ,q+ 1

2 · ∇hJh,n = ∇p+ 1
2 ,q+ 1

2

(
∇h · Jh,n

)
− ∇p+ 1

2 ,q+ 1
2 × ∇h × Jh,n, (44)

i.e. it is composed of a grad-div contribution minus a curl-curl term. Taking (44) into account, a compatible dis-
cretization of J with numerical viscosity then reads

Jp+ 1
2 ,q+ 1

2 ,n+1
k = Jp+ 1

2 ,q+ 1
2 ,n

k − ∆t ∂p+ 1
2 ,q+ 1

2
k

(
Jh,n

m vh,n
m + T h,n−h ca ∂

h
k Jh,n

k

)
−∆t h ca εk j3 ∂

p+ 1
2 ,q+ 1

2
j ε3lm ∂

h
l Jh,n

m

−∆t
1
4

1∑
r=0

1∑
s=0

vp+r,q+s,n
m

(
∂

p+r,q+s
m Jh,n

k − ∂
p+r,q+s
k Jh,n

m

)
−∆t

ρp+ 1
2 ,q+ 1

2 ,n T p+ 1
2 ,q+ 1

2 ,n

τ2
Jp+ 1

2 ,q+ 1
2 ,n+1

k , (45)

where h = max(∆x,∆y) is a characteristic mesh spacing and ca is a characteristic velocity related to the artificial
viscosity that one would like to add to the scheme, e.g. ca = cs. For the sake of clarity, the additional numerical
viscosity terms have been highlighted in red. It is obvious that also (45) satisfies the curl-free property ∇h × Jh,n+1 = 0
under the assumptions that τ2 → ∞ and ∇h × Jh,n = 0. In analogy, the final evolution equation for A including the
compatible numerical viscosity reads

Ap+ 1
2 ,q+ 1

2 ,n+1
ik = Ap+ 1

2 ,q+ 1
2 ,n

ik − ∆t ∂p+ 1
2 ,q+ 1

2
k

(
Ah,n

im vh,n
m −h ca ∂

h
k Ah,n

ik

)
−∆t h ca εk j3 ∂

p+ 1
2 ,q+ 1

2
j ε3lm ∂

h
l Ah,n

im

−∆t
1
4

1∑
r=0

1∑
s=0

vp+r,q+s,n
m

(
∂

p+r,q+s
m Ah,n

ik − ∂
p+r,q+s
k Ah,n

im

)

−∆t

∣∣∣∣∣Ap+ 1
2 ,q+ 1

2 ,n+1
i j

∣∣∣∣∣ 5
3

τ1
Ap+ 1

2 ,q+ 1
2 ,n+1

i j G̊p+ 1
2 ,q+ 1

2 ,n+1
jk . (46)

It is easy to check that one has ∇h × Ah,n+1 = 0 as a consequence of (46) for τ1 → ∞ and ∇h × Ah,n = 0. In order to
reduce the numerical dissipation, it is possible to employ a piecewise linear reconstruction and insert the barycenter
extrapolated values into the discrete divergence operator under the discrete gradient.

3.4. Explicit discretization of the nonlinear convective terms and of the corner fluxes

The semi-implicit scheme proposed in this paper applies an explicit discretization of the nonlinear convective terms
contained in Fc = (fc(Q), gc(Q)) and of the corner (vertex) fluxes Fv = (fv(Q), gv(Q)), starting from the known solution
Qp,q,n at time tn. The result is a new intermediate state vector Qp,q,∗ that is computed via a conservative finite volume
formulation

Qp,q,∗ = Qp,q,n −
∆t
∆x

(
f p+ 1

2 ,q
c,v − f p− 1

2 ,q
c,v

)
−

∆t
∆y

(
gp,q+ 1

2
c,v − gp,q− 1

2
c,v

)
, (47)

with the numerical fluxes defined as

f p+ 1
2 ,q

c,v =
1
2

(
fc

(
Qp+ 1

2 ,q,n+ 1
2

−

)
+ fc

(
Qp+ 1

2 ,q,n+ 1
2

+

))
−

1
2

sx
max

(
Qp+ 1

2 ,q,n+ 1
2

+ −Qp+ 1
2 ,q,n+ 1

2
−

)
+

1
2

(
fv

(
Qp+ 1

2 ,q+ 1
2 ,n

)
+ fv

(
Qp+ 1

2 ,q−
1
2 ,n

))
, (48)

and

gp,q+ 1
2

c,v =
1
2

(
gc

(
Qp,q+ 1

2 ,n+ 1
2

−

)
+ gc

(
Qp,q+ 1

2 ,n+ 1
2

+

))
−

1
2

sy
max

(
Qp,q+ 1

2 ,n+ 1
2

+ −Qp,q+ 1
2 ,n+ 1

2
−

)
+

1
2

(
gv

(
Qp+ 1

2 ,q+ 1
2 ,n

)
+ gv

(
Qp− 1

2 ,q+ 1
2 ,n

))
. (49)
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Note that the fluxes above contain the nonlinear convective terms as well as the vertex fluxes fv and gv, which contain
the stress tensor σ and the heat flux q. In Eqns. (48) and (49) the maximum signal speeds are computed as

sx
max = max

(
|Λc,v

x (Qp+ 1
2 ,q,n+ 1

2
− )|, |Λc,v

x (Qp+ 1
2 ,q,n+ 1

2
+ )|

)
,

sy
max = max

(
|Λc,v

y (Qp,q+ 1
2 ,n+ 1

2
− )|, |Λc,v

y (Qp,q+ 1
2 ,n+ 1

2
+ )|

)
, (50)

with Λc,v
k the diagonal matrix of eigenvalues of the explicit subsystem (26) in direction x and y, respectively.

The boundary-extrapolated values are simply computed via a standard MUSCL-Hancock scheme (see [62]) as
follows:

Qp+ 1
2 ,q,n+ 1

2
− = Qp,q,n +

1
2

∆x ∂h
xQp,q,n +

1
2

∆t∂h
t Qp,q,n,

Qp+ 1
2 ,q,n+ 1

2
+ = Qp+1,q,n −

1
2

∆x ∂h
xQp+1,q,n +

1
2

∆t∂h
t Qp+1,q,n,

and

Qp,q+ 1
2 ,n+ 1

2
− = Qp,q,n +

1
2

∆y ∂h
yQp,q,n +

1
2
∂tQp,q,n,

Qp,q+ 1
2 ,n+ 1

2
+ = Qp,q+1,n −

1
2

∆y ∂h
yQp,q+1,n +

1
2
∂tQp,q+1,n,

with the discrete gradients in space and time computed via

∂h
xQp,q,n = minmod

(
Qp+1,q,n −Qp,q,n

∆x
,

Qp,q,n −Qp−1,q,n

∆x

)
,

∂h
yQp,q,n = minmod

(
Qp+1,q,n −Qp,q,n

∆y
,

Qp,q,n −Qp−1,q,n

∆y

)
,

and

∂h
t Qp,q,n = −

fc

(
Qp,q,n + 1

2 ∆x ∂h
xQp,q,n

)
− fc

(
Qp,q,n − 1

2 ∆x ∂h
xQp,q,n

)
∆x

−
gc

(
Qp,q,n + 1

2 ∆y ∂h
yQp,q,n

)
− gc

(
Qp,q,n − 1

2 ∆y ∂h
yQp,q,n

)
∆y

.

3.5. Implicit solution of the pressure equation

Up to now, the contribution of the pressure to the momentum and to the total energy conservation laws has been
excluded, i.e. the terms contained in the pressure fluxes Fp. The discrete momentum equations including the pressure
terms read

(ρv)p+ 1
2 ,q,n+1

1 = (ρv)p+ 1
2 ,q,∗

1 −
∆t
∆x

(
pp+1,q,n+1 − pp,q,n+1

)
,

(ρv)p,q+ 1
2 ,n+1

2 = (ρv)p,q+ 1
2 ,∗

2 −
∆t
∆y

(
pp,q+1,n+1 − pp,q,n+1

)
, (51)

where pressure is taken implicitly, while all nonlinear convective terms and the vertex fluxes have already been dis-

cretized explicitly via the operators (ρv)p+ 1
2 ,q,∗

1 and (ρv)p,q+ 1
2 ,∗

2 given in (47) and after averaging of the obtained quanti-
ties back to the edge-based staggered dual grid. A preliminary form of the discrete total energy equation reads

ρE1

(
pp,q,n+1

)
+ ρEp,q,n+1

2 + ρẼp,q,n+1
3 = ρEp,q,∗

−
∆t
∆x

(
h̃p+ 1

2 ,q,n+1(ρv)p+ 1
2 ,q,n+1

1 − h̃p− 1
2 ,q,n+1(ρv)p− 1

2 ,q,n+1
1

)
−

∆t
∆y

(
h̃p,q+ 1

2 ,n+1(ρv)p,q+ 1
2 ,n+1

2 − h̃p,q− 1
2 ,n+1(ρv)p,q− 1

2 ,n+1
2

)
. (52)
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Here, we have used the abbreviation ρE1

(
pp,q,n+1

)
= ρp,q,n+1E1

(
pp,q,n+1, ρp,q,n+1

)
. Inserting the discrete momentum

equations (51) into the discrete energy equation (52) and making tilde symbols explicit via a simple Picard iteration
(using the lower index r in the following), as suggested in [67, 69], leads to the following discrete wave equation for
the unknown pressure:

ρp,q,n+1E1

(
pp,q,n+1

r+1 , ρp,q,n+1
)

−
∆t2

∆x2

(
hp+ 1

2 ,q,n+1
r

(
pp+1, j,n+1

r+1 − pp,q,n+1
r+1

)
− hp− 1

2 ,q,n+1
r

(
pp,q,n+1

r+1 − pp−1,q,n+1
r+1

))
−

∆t2

∆y2

(
hp,q+ 1

2 ,n+1
r

(
pp,q+1,n+1

r+1 − pp,q,n+1
r+1

)
− hp,q− 1

2 ,n+1
r

(
pp,q,n+1

r+1 − pp,q−1,n+1
r+1

))
= bp,q,n

r , (53)

with the known right hand side

br
i, j = ρEp,q,∗ − ρEp,q,n+1

2 − ρEp,q,n+1
3,r

−
∆t
∆x

(
hp+ 1

2 ,q,n+1
r (ρv)p+ 1

2 ,q,∗
1 − hp− 1

2 ,q,n+1
r (ρv)p− 1

2 ,q,∗
1

)
−

∆t
∆y

(
hp,q+ 1

2 ,n+1
r (ρv)p,q+ 1

2 ,∗

2 − hp,q− 1
2 ,n+1

r (ρv)p,q− 1
2 ,∗

2

)
. (54)

The density at the new time ρp,q,n+1 = ρp,q,∗ is already known from (47), and also the energy contribution ρEp,q,n+1
2 of

the distortion field Ah,n+1 and of the thermal impulse Jh,n+1 is already known, after averaging onto the main grid of the
staggered field components that have been evolved in the vertices via the compatible discretization (41) and (40). The
final system for the pressure (53) forms a mildly nonlinear system of the form

ρE1

(
pn+1

r+1

)
+ Mr · pn+1

r+1 = bn
r (55)

with a linear part contained in M that is symmetric and at least positive semi-definite. Hence, with the usual assump-
tions on the nonlinearity detailed in [93], it can be again efficiently solved with the nested Newton method of Casulli
and Zanolli [92, 93]. Note that in the incompressible limit M → 0, following the asymptotic analysis performed in
[108, 109, 110, 111, 112], the pressure tends to a constant and the contribution of the kinetic energy ρE3 can be ne-
glected w.r.t. ρE1. Therefore, in the incompressible limit the system (53) tends to the usual pressure Poisson equation
of incompressible flow solvers. In each Picard iteration, after the solution of the pressure system (53), the enthalpies
at the interfaces are recomputed and the momentum is updated by

(ρv)p+ 1
2 ,q,n+1

1,r+1 = (ρv)p+ 1
2 ,q,∗

1 −
∆t
∆x

(
pp+1,q,n+1

r+1 − pp,q,n+1
r+1

)
, (56)

(ρv)p,q+ 1
2 ,n+1

2,r+1 = (ρv)p,q+ 1
2 ,∗

2 −
∆t
∆y

(
pp,q+1,n+1

r+1 − pp,q,n+1
r+1

)
, (57)

from which the new kinetic energy density (ρE)p,q,n+1
3,r+1 can be computed after averaging the momentum onto the main

grid. At the end of the Picard iterations, the total energy is updated as

(ρE)p,q,n+1 = (ρE)p,q,∗ −
∆t
∆x

(
hp+ 1

2 ,q,n+1(ρv)p+ 1
2 ,q,n+1

1 − hp− 1
2 ,q,n+1(ρv)p− 1

2 ,q,n+1
1

)
−

∆t
∆y

(
hp,q+ 1

2 ,n+1(ρv)p,q+ 1
2 ,n+1

2 − hp,q− 1
2 ,n+1(ρv)p,q− 1

2 ,n+1
2

)
, (58)

while the final momentum is averaged back onto the main grid. This completes the description of our new curl-free
semi-implicit finite volume scheme for the GPR model of continuum mechanics in the two-dimensional case. In the
following Section 4 we provide a detailed analysis of the properties of the new algorithm.
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3.6. No-slip wall boundary conditions for fluids

In the case of a viscous fluid, we want to impose v = vw for all x ∈ ∂Ωw, where vw is a given velocity at the wall
and ∂Ωw is the part of the boundary occupied by the wall. In order to evolve the distortion field A properly at wall
boundary points, we rewrite its governing equation as

∂tAik + vm∂mAik + Aim∂kvm = −
c2

s Ai jG̊ jk

θ1(τ1)
, (59)

which can be written in matrix-notation as

∂tA + v · ∇A + A∇v = −
c2

s

θ1(τ1)
AG̊. (60)

In the following, we illustrate the procedure for a no-slip wall on the upper boundary, see also Fig. 3. Analogous
formulas can be derived also for the lower boundary as well as for a boundary on the left and right of the domain,

respectively. At the wall, the velocity field is known as vp+ 1
2 ,q+ 1

2 ,n
w = vw(xp+ 1

2 , yq+ 1
2 , tn) and the velocity gradient at the

boundary ∇vp+ 1
2 ,q+ 1

2 ,n = (∂xvp+ 1
2 ,q+ 1

2 ,n, ∂yvp+ 1
2 ,q+ 1

2 ,n)T is computed as in a classical Navier-Stokes code, making use of
one-sided differences and the known velocity field at the wall:

∂xvp+ 1
2 ,q+ 1

2 ,n =
vp+1,q+ 1

2 ,n
w − vp,q+ 1

2 ,n
w

∆x
, ∂yvp+ 1

2 ,q+ 1
2 ,n =

vp+ 1
2 ,q+ 1

2 ,n
w − vp+ 1

2 ,q,n

∆y/2
, (61)

with vp+ 1
2 ,q+ 1

2 ,n
w = 1

2

(
vp,q+ 1

2 ,n
w + vp+1,q+ 1

2 ,n
w

)
computed from the known wall velocities on the boundary and vp+ 1

2 ,q,n =

1
2

(
vp,q,n + vp+1,q,n

)
, where vp,q,n and vp+1,q,n are the known velocity vectors inside the computational domain and

defined at the barycenter of a primary control volume.

For completeness, we also give the formula for a wall boundary at the right x boundary of the domain:

∂xvp+ 1
2 ,q+ 1

2 ,n =
vp+ 1

2 ,q+ 1
2 ,n

w − vp,q+ 1
2 ,n

∆x/2
, ∂yvp+ 1

2 ,q+ 1
2 ,n =

vp+ 1
2 ,q+1,n

w − vp+ 1
2 ,q,n

w

∆y
, (62)

with the analogous definitions vp+ 1
2 ,q+ 1

2 ,n
w = 1

2

(
vp+ 1

2 ,q,n
w + vp+ 1

2 ,q+1,n
w

)
and vp,q+ 1

2 ,n = 1
2

(
vp,q,n + vp,q+1,n

)
.

Once the velocity gradients have been computed the distortion field at the boundary points is evolved via the
following implicit formula:

Ap+ 1
2 ,q+ 1

2 ,n+1 +∆t Ap+ 1
2 ,q+ 1

2 ,n+1 ∇vp+ 1
2 ,q+ 1

2 ,n +
∆tc2

s

θ1(τ1)
Ap+ 1

2 ,q+ 1
2 ,n+1G̊p+ 1

2 ,q+ 1
2 ,n+1 = Ap+ 1

2 ,q+ 1
2 ,n−∆t vp+ 1

2 ,q+ 1
2 ,n

w ·∇
p+ 1

2 ,q+ 1
2 ,n

h Ah,

(63)
where ∇p+ 1

2 ,q+ 1
2 ,n

h Ah is a suitable upwind discretization of the convective term, based on the known velocity field

vp+ 1
2 ,q+ 1

2 ,n
w at the wall. For a wall at rest, this term obviously vanishes. In the interior of the domain, the formula (46)

remains valid.

4. Analysis of the scheme

While the discrete curl-free property of the scheme in the case τ1 → ∞ and τ2 → ∞ is very easy to see directly
from the structure of the discrete equations (40) and (41) together with the discrete property (38), the behaviour of
the scheme in the stiff relaxation limit τ1 → 0 and τ2 → 0 deserves more attention and is analyzed in the following.
For the sake of simplicity, we start with the analysis of the fully discrete equation for the specific thermal impulse J,
showing that in this case the proposed method is asymptotic preserving (AP). Then, we also study the stiff relaxation
limit of the semi-discrete equation for A, which is much more complicated.
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Figure 3: Calculation of the velocity gradient for a wall boundary condition at the upper y boundary of a rectangular domain Ω.

4.1. Asymptotic relaxation limit for the heat flux for τ2 → 0

Without numerical viscosity, the fully-discrete equation for J reads (see (40))

Jp+ 1
2 ,q+ 1

2 ,n+1
k − Jp+ 1

2 ,q+ 1
2 ,n

k + ∆t∂p+ 1
2 ,q+ 1

2
k

(
Jh,n

m vh,n
m

)
+ ∆t∂p+ 1

2 ,q+ 1
2

k T h,n

+∆t
1
4

1∑
r=0

1∑
s=0

vp+r,q+s,n
m

(
∂

p+r,q+s
m Jh,n

k − ∂
p+r,q+s
k Jh,n

m

)
= −∆t

ρp+ 1
2 ,q+ 1

2 ,n T p+ 1
2 ,q+ 1

2 ,n

τ2
Jp+ 1

2 ,q+ 1
2 ,n+1

k . (64)

Formal asymptotic expansion of the discrete solution Jh
m in powers of τ2 yields

Jp+ 1
2 ,q+ 1

2 ,n+1
k = Jp+ 1

2 ,q+ 1
2 ,n+1

k,(0) + τ2Jp+ 1
2 ,q+ 1

2 ,n+1
k,(1) + · · · (65)

Inserting (65) into (64), collecting terms of equal powers in τ2 and retaining only the leading order terms yields

Jp+ 1
2 ,q+ 1

2 ,n+1
k,(0) − Jp+ 1

2 ,q+ 1
2 ,n

k,(0) + ∆t∂p+ 1
2 ,q+ 1

2
k

(
Jh,n

m,(0)v
h,n
m

)
+ ∆t∂p+ 1

2 ,q+ 1
2

k T h,n

+∆t
1
4

1∑
r=0

1∑
s=0

vp+r,q+s,n
m

(
∂

p+r,q+s
m Jh,n

k,(0) − ∂
p+r,q+s
k Jh,n

m,(0)

)
= −∆t

1
τ2
ρp+ 1

2 ,q+ 1
2 T p+ 1

2 ,q+ 1
2 ,nJp+ 1

2 ,q+ 1
2 ,n+1

k,(0) − ∆t ρp+ 1
2 ,q+ 1

2 T p+ 1
2 ,q+ 1

2 ,nJp+ 1
2 ,q+ 1

2 ,n+1
k,(1) . (66)

From the leading order term τ−1
2 one can conclude that the leading order contribution to J must vanish, i.e.

Jp+ 1
2 ,q+ 1

2 ,n+1
k,(0) = 0. (67)

Inserting (67) into (66) and assuming that due to (67) also Jp+ 1
2 ,q+ 1

2 ,n
k,(0) = 0 (well-prepared initial data) leads to the

following result for the terms of order τ0
2

Jp+ 1
2 ,q+ 1

2 ,n+1
k,(1) = −

1

ρp+ 1
2 ,q+ 1

2 ,n T p+ 1
2 ,q+ 1

2 ,n
∂

p+ 1
2 ,q+ 1

2
k T h,n. (68)

Inserting (67) and (68) into (65) yields the following final result for the discrete specific thermal impulse when τ2 → 0:

Jp+ 1
2 ,q+ 1

2 ,n+1
k = −

τ2

ρp+ 1
2 ,q+ 1

2 ,n T p+ 1
2 ,q+ 1

2 ,n
∂

p+ 1
2 ,q+ 1

2
k T h,n. (69)

17



As a result, in the stiff relaxation limit τ2 → 0 the discrete heat flux vector q = ρTJ becomes

qp+ 1
2 ,q+ 1

2 ,n
k = −τ2α

2 ∂
p+ 1

2 ,q+ 1
2

k T h,n, (70)

which is the discrete analogue of the Fourier law (20). As a consequence, for the heat flux the proposed staggered
semi-implicit finite volume scheme is asymptotic preserving, see [113, 114, 115, 116, 117, 118, 119, 120], i.e. in the
stiff relaxation limit the classical parabolic Navier-Stokes heat flux is retrieved also at the fully discrete level. The
same AP result is also obtained in the presence of numerical viscosity, since all extra terms with respect to (40) scale
with J and thus are of order τ2, see (45).

Note that in (70), the gradient of the temperature is computed in the vertices of the primary control volumes (corner
gradient), which is a rather common choice for the discretization of the compressible Navier-Stokes equations.

4.2. Asymptotic relaxation limit of the stress tensor for τ1 → 0

The asymptotic analysis for the stress tensor is much more complex than the previous one for the heat flux. In the
following, we consider only the following semi-discrete scheme for A, without numerical viscosity and restricting the
discussion to the two-dimensional case, i.e. ∂3 = 0 and v3 = 0:

∂tA
p+ 1

2 ,q+ 1
2 ,n+1

ik + ∂
p+ 1

2 ,q+ 1
2

k

(
Ah

imvh
m

)
+

1
4

1∑
r=0

1∑
s=0

vp+r,q+s
m

(
∂

p+r,q+s
m Ah

ik − ∂
p+r,q+s
k Ah

im

)

= −

∣∣∣∣∣Ap+ 1
2 ,q+ 1

2
i j

∣∣∣∣∣ 5
3

τ1
Ap+ 1

2 ,q+ 1
2

i j G̊p+ 1
2 ,q+ 1

2
jk . (71)

For the sake of clarity, in the following, we give the explicit expansion of several terms appearing in (71):

∂
p+ 1

2 ,q+ 1
2

1

(
Ah

imvh
m

)
=

1
2

Ap+1,q+1
im vp+1,q+1

m + Ap+1,q
im vp+1,q

m − Ap,q+1
im vp,q+1

m − Ap,q
im vp,q

m

∆x
, (72)

∂
p+ 1

2 ,q+ 1
2

2

(
Ah

imvh
m

)
=

1
2

Ap+1,q+1
im vp+1,q+1

m + Ap,q+1
im vp,q+1

m − Ap+1,q
im vp+1,q

m − Ap,q
im vp,q

m

∆y
, (73)

with the quantity Ap,q
im at the barycenter computed via averaging from the four surrounding vertices as

Ap,q
im =

1
4

(
Ap+ 1

2 ,q+ 1
2

im + Ap+ 1
2 ,q−

1
2

im + Ap− 1
2 ,q+ 1

2
im + Ap− 1

2 ,q−
1
2

im

)
. (74)

We furthermore expand the second term in the double sum in x and y direction as follows:

−
1
4

1∑
r=0

1∑
s=0

vp+r,q+s
m ∂

p+r,q+s
1 Ah

im = −
1
8

1∑
r=0

1∑
s=0

vp+r,q+s
m

Ap+ 1
2 +r,q+ 1

2 +s
im + Ap+ 1

2 +r,q− 1
2 +s

im − Ap− 1
2 +r,q+ 1

2 +s
im − Ap− 1

2 +r,q− 1
2 +s

im

∆x
, (75)

−
1
4

1∑
r=0

1∑
s=0

vp+r,q+s
m ∂

p+r,q+s
2 Ah

im = −
1
8

1∑
r=0

1∑
s=0

vp+r,q+s
m

Ap+ 1
2 +r,q+ 1

2 +s
im + Ap− 1

2 +r,q+ 1
2 +s

im − Ap+ 1
2 +r,q− 1

2 +s
im − Ap− 1

2 +r,q− 1
2 +s

im

∆y
. (76)
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After some calculations one obtains the following intermediate results, where all Taylor series expansions are carried
out about the point (xp, yq):

∂
p+ 1

2 ,q+ 1
2

1

(
Ah

imvh
m

)
−

1
4

1∑
r=0

1∑
s=0

vp+r,q+s
m ∂

p+r,q+s
1 Ah

im = Ap+ 1
2 ,q+ 1

2
im ·

1
2

vp+1,q+1
m + vp+1,q

m − vp,q+1
m − vp,q

m

∆x

+
1
4

(
Ap+ 1

2 ,q+ 3
2

im − Ap+ 1
2 ,q+ 1

2
im

) vp+1,q+1
m − vp,q+1

m

∆x

−
1
4

(
Ap+ 1

2 ,q+ 1
2

im − Ap+ 1
2 ,q−

1
2

im

) vp+1,q
m − vp,q

m

∆x

= Ap+ 1
2 ,q+ 1

2
im ∂

p+ 1
2 ,q+ 1

2
1 vh

m +
1
4

∆y2
(
∂yAim ∂xyvm + ∂yyAim ∂xvm

)
,

= Ap+ 1
2 ,q+ 1

2
im ∂

p+ 1
2 ,q+ 1

2
1 vh

m + O
(
∆y2

)
, (77)

∂
p+ 1

2 ,q+ 1
2

2

(
Ah

imvh
m

)
−

1
4

1∑
r=0

1∑
s=0

vp+r,q+s
m ∂

p+r,q+s
2 Ah

im = Ap+ 1
2 ,q+ 1

2
im ·

1
2

vp+1,q+1
m + vp,q+1

m − vp+1,q
m − vp,q

m

∆y

+
1
4

(
Ap+ 3

2 ,q+ 1
2

im − Ap+ 1
2 ,q+ 1

2
im

) vp+1,q+1
m − vp+1,q

m

∆y

−
1
4

(
Ap+ 1

2 ,q+ 1
2

im − Ap− 1
2 ,q+ 1

2
im

) vp,q+1
m − vp,q

m

∆y

= Ap+ 1
2 ,q+ 1

2
im ∂

p+ 1
2 ,q+ 1

2
2 vh

m +
1
4

∆x2
(
∂xAim ∂xyvm + ∂xxAim ∂yvm

)
,

= Ap+ 1
2 ,q+ 1

2
im ∂

p+ 1
2 ,q+ 1

2
2 vh

m + O
(
∆x2

)
, (78)

The convective term appears from the first term under the double sum expands as

1
4

1∑
r=0

1∑
s=0

(
vp+r,q+s

m ∂
p+r,q+s
m Ah

ik

)
=

1
8

1∑
r=0

1∑
s=0

vp+r,q+s
1

Ap+ 1
2 +r,q+ 1

2 +s
im + Ap+ 1

2 +r,q− 1
2 +s

im − Ap− 1
2 +r,q+ 1

2 +s
im − Ap− 1

2 +r,q− 1
2 +s

im

∆x
+

1
8

1∑
r=0

1∑
s=0

vp+r,q+s
2

Ap+ 1
2 +r,q+ 1

2 +s
im + Ap− 1

2 +r,q+ 1
2 +s

im − Ap+ 1
2 +r,q− 1

2 +s
im − Ap− 1

2 +r,q− 1
2 +s

im

∆y

= vp+ 1
2 ,q+ 1

2
m ∂

p+ 1
2 ,q+ 1

2
m Ah

ik +
1
8

∆x2
(
2∂xxAik∂xv1 + 2∂xyAik∂xv2 + ∂xAik∂xxv1 + ∂yAik∂xxv2

)
+

1
8

∆y2
(
2∂xyAik∂yv1 + 2∂yyAik∂yv2 + ∂xAik∂yyv1 + ∂yAik∂yyv2

)
= vp+ 1

2 ,q+ 1
2

m ∂
p+ 1

2 ,q+ 1
2

m Ah
ik + O

(
∆x2,∆y2

)
. (79)

Combining the previous results and rearranging terms, one can finally rewrite (71) as follows:

∂tA
p+ 1

2 ,q+ 1
2

ik + vp+ 1
2 ,q+ 1

2
m ∂

p+ 1
2 ,q+ 1

2
m Ah

ik + Ap+ 1
2 ,q+ 1

2
im ∂

p+ 1
2 ,q+ 1

2
k vh

m + O(∆x2,∆y2) = −

∣∣∣∣∣Ap+ 1
2 ,q+ 1

2
i j

∣∣∣∣∣ 5
3

τ1
Ap+ 1

2 ,q+ 1
2

i j G̊p+ 1
2 ,q+ 1

2
jk . (80)

Using the definition of the material derivative Dq/Dt = ∂q/∂t + v · ∇q we can rewrite the previous equation in the
following semi-discrete form based on the material derivative:

D
Dt

Ap+ 1
2 ,q+ 1

2
ik + Ap+ 1

2 ,q+ 1
2

im ∂
p+ 1

2 ,q+ 1
2

k vh
m + O(∆x2,∆y2) = −

∣∣∣∣∣Ap+ 1
2 ,q+ 1

2
i j

∣∣∣∣∣ 5
3

τ1
Ap+ 1

2 ,q+ 1
2

i j G̊p+ 1
2 ,q+ 1

2
jk . (81)
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Multiplication of the above equation with AT from the left and adding the transposed equation multiplied by A from
the right yields the semi-discrete Lagrangian evolution equation for the metric tensor G:

D
Dt

Gp+ 1
2 ,q+ 1

2
ik + Gp+ 1

2 ,q+ 1
2

im ∂
p+ 1

2 ,q+ 1
2

k vh
m + Gp+ 1

2 ,q+ 1
2

mk ∂
p+ 1

2 ,q+ 1
2

i vh
m + O(∆x2,∆y2) = −2

∣∣∣∣∣Ap+ 1
2 ,q+ 1

2
i j

∣∣∣∣∣ 5
3

τ1
Gp+ 1

2 ,q+ 1
2

i j G̊p+ 1
2 ,q+ 1

2
jk . (82)

Formal asymptotic expansion of the metric tensor in terms of τ1 provides the ansatz

Gp+ 1
2 ,q+ 1

2
i j = Gp+ 1

2 ,q+ 1
2

i j,(0) + τ1Gp+ 1
2 ,q+ 1

2
i j,(1) + · · · (83)

which can now be inserted into (82). The leading order term τ−1
1 leads to the first result

G̊p+ 1
2 ,q+ 1

2
i j,(0) = 0, (84)

i.e. at leading order the discrete metric tensor Gp+ 1
2 ,q+ 1

2 becomes trace-free. Applying the “dev” operator, with
dev(G) = G− 1

3 tr(G)I, to (82) and repeating the calculations already presented in [1] for the continuous case, leads to
the following asymptotic result for the discrete stress tensor in the absence of heat conduction (α = 0), from which we
can conclude that for τ1 → 0 the compressible Navier-Stokes stress tensor is retrieved up to second order of accuracy
in space:

σ
p+ 1
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2

ik = ρc2
sG
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k vh
i −

2
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δik ∂

p+ 1
2 ,q+ 1

2
m vh

m

)
+ O(∆x2,∆y2). (85)

Note that in (85) the gradient of the velocity field is computed in the vertices of the primary control volumes (corner
gradient), which is a very common choice for the discretization of the compressible Navier-Stokes equations.

Unfortunately, the second order error terms O(∆x2,∆y2) remain in the asymptotic relaxation limit of the discrete
stress tensor (85) and do not vanish for τ1 → 0. Hence, the scheme is not rigorously asymptotic preserving (AP) for
the viscous stress when τ1 → 0, in contrast to the discrete heat flux discussed in the previous section, which reduces
to a perfect discrete analogue of the Fourier law for τ2 → 0. Instead, for σ the method proposed in this paper is only
quasi asymptotic preserving, up to the second order error terms in (85). However, when inserting the discrete stress
tensor (85) into the discrete momentum equation (51) with (47) the errors O(∆x2,∆y2) will add to the numerical errors
already made in the discretization of the nonlinear convective terms, see (47), which, in general, are of second order
in space and time when a second order MUSCL-Hancock-type upwind scheme is used. Since the numerical errors
of the discretization of the nonlinear convective terms also do not scale with τ1, overall the above result can still be
considered as satisfactory for our practical purposes, despite its obvious limitations and shortcomings.

The difference in the asymptotic behaviour of the stress tensor compared to the one of the heat flux is mainly due
to the highly nonlinear nature of the equation for A due to the nonlinearity of its relaxation source term, compared to
the simple quasi linear relaxation source term in the equation for J. Further research on this topic needs to be carried
out in the future, investigating the possibility to find a compatible curl-free discretization of the PDE for A that is also
rigorously asymptotic preserving with the Navier-Stokes limit of σ.

4.3. Behavior of the scheme at low Mach numbers

Assuming no viscosity and no heat conduction (e.g. by simply setting cs = α = 0 and thus E2 = 0), in the low Mach
number limit the pressure tends to a constant in space and the velocity field will asymptotically satisfy the classical
divergence-free condition of incompressible inviscid flows, see [108, 109, 112]. As a result of the divergence-free
condition of the velocity field, the mass conservation equation can be rewritten as

∂ρ

∂t
+ v · ∇ρ = 0, (86)
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which is a simple scalar transport equation for the density. If the initial condition satisfies ρ(x, 0) = ρ0 = const then
ρ(x, t) = ρ0 = const for all times. Assuming therefore ρ and p constant in space and time at the leading order and
the contribution of the kinetic energy negligible, we have h = const and ρE1 = const and therefore with E2 = 0 the
pressure equation (53) tends to the classical pressure Poisson equations for incompressible flows:

−
∆t2

∆x2

((
pp+1,q,n+1 − pp,q,n+1

)
−

(
pp,q,n+1 − pp−1,q,n+1

))
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((
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)
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(
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(
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2 − (ρv)p,q− 1
2 ,∗

2

)
. (87)

This behavior was expected, since the method presented in this paper is a staggered pressure-based scheme.

5. Numerical results

In all the following test problems, whenever a viscosity coefficient µ is specified together with a shear sound speed
cs the corresponding relaxation time τ1 in the GPR model is computed from (21) as τ1 = 6µ/(ρ0c2

s), according to the
results of the asymptotic analysis carried out in [1] for E2(Aik, Jk) given by (13). If another form of the energy E2 is
used the expression for the viscosity may change, while staying of the form µ ∼ τc2

s .

5.1. Solid rotor problem and numerical verification of the discrete curl-free property

In this first test problem we carry out a numerical verification of the discrete curl-free property of the new structure-
preserving semi-implicit finite volume scheme proposed in this paper. The main objective here is to check whether the
practical implementation of the new method is correct and if the scheme properly achieves the curl-free property that
was proven in the previous section 4. For this purpose we solve the homogeneous system (1) by setting τ1 = τ2 = 1020

which corresponds to a hyperelastic solid. The computational domain is chosen as Ω = [−1,+1]2 with periodic
boundary conditions everywhere. The initial data is given by ρ = 1, p = 1, A = I and J = 0. The initial condition
for the velocity field is chosen as u = −y/R, v = +x/R and w = 0 within the circular region r ≤ R, where r = ‖x‖2
and R = 0.2, while v = 0 for r > R. The remaining parameters of the model are chosen as γ = 1.4, cs = 1.0 and
α = 0.5. The setup of the test problem is similar, but not identical, to the one proposed in [121]. We solve the problem
with the new structure-preserving semi-implicit finite volume scheme until t = 0.3 on a grid composed of 500 × 500
elements. For comparison, the same problem is also solved on the same grid with a standard second-order accurate
explicit MUSCL-Hancock finite volume scheme, see [62] for details. The results are compared with each other in
Fig.,4, where the contour colors of the velocity component u and the distortion field component A11 are shown. In
the color contours of Fig. 4, there are essentially no differences between the two solutions. However, if we compare
the time evolution of the L1 errors of the curl of A and J of the two schemes, see Fig. 5, we observe that the SPSIFV
scheme is able to maintain the curl errors close to machine zero, while the L1 norms of the curl errors produced by the
standard MUSCL-Hancock method are more than ten orders of magnitude larger. These results for a non-trivial test
case exhibiting all types of waves (shear and pressure waves) confirm the correct implementation of the new SPSIFV
method, for which the curl-free property has been proven in the previous section 4.

5.2. Simple shear motion in solids and fluids

In this section we verify the new structure-preserving scheme for simple shear motion of fluids and solids. For this
test we use the computational domain Ω = [−0.5; +0.5]2, with periodic boundary conditions in y direction and fixing
the initial condition at the boundaries in x direction. The initial condition of the problem is given by ρ = 1, u = 0,
p = 1/γ, A = I, J = 0, while the velocity component v is v = −v0 for x < 0 and v = +v0 for x ≥ 0. The parameters
of this test are v0 = 0.1, γ = 1.4, cv = 1, ρ0 = 1, cs = 1 and α = 0. The simulations are performed with the SPSIFV
scheme on a grid composed of 1000 × 20 control volumes up to a final time of t = 0.4. In fluid mechanics, such
an isolated, unsteady and infinitely long shear layer is also known as the first problem of Stokes, which admits an
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Figure 4: 2D solid rotor problem for the homogeneous GPR model with τ1 = τ2 = 1020 at time t = 0.30. Color contours for the velocity
component u (top) and the distortion field component A11 (bottom) computed with a classical explicit MUSCL TVD scheme (right) and with the
new structure-preserving semi-implicit FV scheme (left).
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Figure 5: Time series of the L1 error norms of the curl of A and J for the 2D solid rotor problem until time t = 0.3 using a standard second order
MUSCL-Hancock-type TVD finite volume scheme (black) and the new structure-preserving semi-implicit finite volume scheme (red). The new
structure-preserving method is able to preserve all curl-free conditions of the GPR model essentially up to machine precision.
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exact solution of the incompressible Navier-Stokes equations, see e.g. [122]. The exact solution of the incompressible
Navier-Stokes equations for the velocity component v is given by

v(x, t) = v0 erf
(

1
2

x
√
νt

)
, (88)

with ν = µ/ρ0 and which can be used as a reference solution for the GPR model in the stiff relaxation limit. For solid
materials, this initial data leads to two shear waves traveling outward with speed cs.

The comparison between the Navier-Stokes reference solution (88) and the numerical results obtained with the new
SPSIFV scheme for the GPR model are presented in Fig. 6, where one can observe an excellent agreement between
the two for various viscosities µ. In the same Figure 6 we also present numerical results and a reference solution for
the case of an ideal elastic solid, i.e. for the case when τ1 → ∞ and thus the strain relaxation source term vanishes.
Also in this case we obtain a very good agreement between the numerical solution and the reference solution, which
was computed with an explicit second order MUSCL TVD finite volume scheme on a very fine mesh of 5000 cells.
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Figure 6: Numerical solution obtained with the structure-preserving semi-implicit finite volume (SPSIFV) scheme for the GPR model for a simple
shear flow in fluids and in an elastic solid at time t = 0.4. Results for the solid (top left) and for fluids with different viscosities: µ = 10−2 (top
right), µ = 10−3 (bottom left) and µ = 10−4 (bottom right). For fluids, this test corresponds to the first problem of Stokes, which has an exact
solution.

24



5.3. Riemann problems for nearly inviscid fluids and ideal elastic solids

In this section we solve a set of one-dimensional Riemann problems in the fluid and solid limit of the GPR model,
i.e. for τ→ 0 and τ→ ∞, respectively. In the case of the inviscid fluid limit (τ→ 0) the source terms in the PDE for
A and J become stiff and therefore an implicit treatment is mandatory. In this limit of the GPR model, the reference
solution is given by the exact solution of the Riemann problem of the Euler equations of compressible gas dynamics,
see [62] for details. In the case of an ideal elastic solid (τ → ∞), the governing PDE system becomes homogeneous
and we simply compute a reference solution by solving the governing PDE system with a classical explicit second
order accurate shock capturing TVD finite volume scheme on a very fine mesh composed of 10000 elements. While
the Riemann problem of the 1D Euler equations contains only five waves (two acoustic waves, one x − y shear wave,
one x − z shear wave and one entropy wave), the homogeneous GPR model contains much more waves (two fast
thermo-acoustic waves, two slow thermo-acoustic waves, two x − y shear waves, two x − z shear waves, one entropy
wave, and a set of waves associated with advection at speed u, see Appendix Appendix A). For the discussion of
Riemann solvers and the exact and approximate solution of the Riemann problem for nonlinear hyperelasticity, the
reader is referred to [73, 123].

The setup of all Riemann problems is described in the following. The computational domain is given by Ω =

[−0.5,+0.5]2 and is discretized with a computational grid of 1000×20 elements. We use periodic boundary conditions
in y direction and impose the initial condition as Dirichlet boundary condition in the x direction. The parameters of
the GPR model are set to ρ0 = 1, γ = 1.4 and cs = α = 1 for all Riemann problems apart from RP2, where we use
cs = α = 2. The initial data for density, pressure and velocity are given in Table 1, where also the relaxation times τ1
and τ2 are provided. The remaining state variables are set to w = 0, A = 3

√
ρI and J = 0.

RP1 and RP2 are the classical Sod and Lax shock tube problem, respectively, which are well-known in the context
of compressible gas dynamics. The respective computational results obtained with the new SPSIFV scheme are
presented in Figures 7 and 8, where we can in general observe a good agreement between the numerical solution of
the GPR model and the exact solution of the Riemann problem of the compressible Euler equations.

Instead, RP3 and RP4 are the same Riemann problem with shear, once computed in the fluid limit (RP3) and once
solved in the solid limit (RP4). The computational results are shown in Figures 9 and 10. In the fluid limit (Fig.
9 we can indeed observe four waves, namely one contact discontinuity, one shear wave and two acoustic waves (a
rarefaction moving to the left and a shock wave moving to the right). The agreement with the exact solution of the
Euler equations is excellent. In case of the homogeneous system (RP4), one can observe 7 waves in Figure 10, namely
two fast thermo-acoustic waves (a right-moving shock and a left-moving rarefaction), two slow thermo-acoustic waves
(again a right-moving shock and a left-moving rarefaction), two x − y shear waves and one contact discontinuity. The
agreement with the reference solution is very good also in this case.

Last but not least, we also report the time needed for one single element update as measured on one single CPU
core of an Intel i9-7900X CPU with 3.3 GHz nominal clock speed and 32 GB of RAM. Since the first three Riemann
problems contain stiff source terms, the necessary CPU time is higher than the one for RP4, where no source terms
are present: The CPU time needed for one element update was 6.6 µs for RP1, 6.9 µs for RP2, 6.4 µs for RP3 and 3.1
µs for RP4.

5.4. Viscous shock wave

Here we simulate the problem of a stationary viscous shock wave at a shock Mach number of Ms = 2. For the
special case of Prandtl number Pr= 0.75, there exists an exact solution of the compressible Navier-Stokes equation
that was first found by Becker [124] in 1923, see [124, 125, 1] for details.

The computational domain Ω = [0, 1]2 is discretized with 400 × 10 cells and the shock wave is centered at x = 0.5.
We suppose that the pre-shocked fluid is moving from right to left into the shock wave.

The values of the fluid in front of the shock wave are chosen as ρ0 = 1, u0 = −2, v0 = w0 = 0 and p0 = 1/γ,
hence c0 = 1. The Reynolds number based on the flow speed u0 and a unitary reference length (L = 1) is given by
Res =

ρ0 c0 Ms L
µ

. The parameters of the GPR model are chosen as γ = 1.4, cv = 2.5, α = cs = 50, µ = 2 · 10−2 and
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Table 1: Initial states left (L) and right (R) for density ρ, velocity v = (u, v, 0) and pressure p for a set of Riemann problems solved on the domain
Ω = [− 1

2 ,+
1
2 ] using the new structure-preserving semi-implicit FV scheme. The remaining variables of the GPR model are initialized as A = 3√ρ I

and J = 0. The Riemann problems include the fluid limit (RP1-RP3) as well as the solid limit (RP4). The relaxation times τ1 and τ2 are also
specified. In all cases we set γ = 1.4.

RP ρL uL vL pL ρR uR vR pR τ1 τ2

RP1 1.0 0.0 0.0 1.0 0.125 0.0 0.0 0.1 10−6 10−6

RP2 0.445 0.698 0.0 3.528 0.5 0.0 0.0 0.571 10−6 10−6

RP3 1.0 0.0 -0.2 1.0 0.5 0.0 +0.2 0.5 10−6 10−6

RP4 1.0 0.0 -0.2 1.0 0.5 0.0 +0.2 0.5 1020 1020
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Figure 7: Exact solution of the Euler equations and numerical solution of the GPR model in the stiff relaxation limit (τ1 = τ2 = 10−6) for Riemann
problem RP1 (Sod shock tube). The density ρ, the velocity component u and the pressure p are shown at a final time of t = 0.2.
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Figure 8: Exact solution of the Euler equations and numerical solution of the GPR model in the stiff relaxation limit (τ1 = τ2 = 10−6) for Riemann
problem RP2 (Lax shock tube). The density ρ, the velocity component u and the pressure p are shown at a final time of t = 0.14.
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Figure 9: Exact solution of the Euler equations and numerical solution of the GPR model in the stiff relaxation limit (τ1 = τ2 = 10−6) for Riemann
problem RP3. The density ρ, the velocity component u and the pressure p are shown at a final time of t = 0.2.
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Figure 10: Reference solution and numerical solution of the homogeneous GPR model without source terms (τ1 = τ2 = 1020) for Riemann problem
RP4. The density ρ, the velocity component v and the pressure p are shown at a final time of t = 0.2. One can note seven waves that are contained
in the homogeneous part of the GPR model.
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λ = 9 1
3 · 10−2. The shock Reynolds number is therefore Res = 100. The distortion field and the thermal impulse are

initially set to A = 3
√
ρ I and J = 0, respectively. The simulation with the new SPSIFV scheme is run until a final time

of t = 0.2. The comparison between the numerical solution of the first order hyperbolic GPR model and the exact
solution of the compressible Navier-Stokes equations is shown for density ρ, velocity u and pressure p in Fig. 11.
One can note an excellent agreement for all quantities.
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Figure 11: Exact solution of the compressible Navier-Stokes equations and numerical solution of the GPR model for a viscous shock profile at
M = 2, Re = 100 and Pr = 0.75.

5.5. 2D Taylor-Green vortex at low Mach number

Here we solve the two-dimensional Taylor-Green vortex at very low Mach numbers, which has an exact solution in
the incompressible Navier-Stokes limit (i.e. for M → 0) that reads

u(x, y, t) = sin(x) cos(y)e−2νt, (89)
v(x, y, t) = − cos(x) sin(y)e−2νt, (90)

p(x, y, t) = C +
1
4

(cos(2x) + cos(2y))e−4νt. (91)

In our numerical simulations, the computational domain is chosen as Ω = [0, 2π]2 with periodic boundaries in x and
y direction. The GPR model is solved with the new structure-preserving semi-implicit scheme up to a final time of
t = 10 using a computational grid composed of 200 × 200 cells. The following set of parameters is used for this test
case: γ = 1.4, ρ0 = 1, µ = 10−2, cv = 1, cs = 10, α = 1, Pr = 1. The initial conditions for the velocity and the pressure
are given by (89)–(91), where the additive constant in the pressure field is set to C = 105, so that the maximal Mach
number in this test problem is M = 0.0027. The distortion field and the heat flux are initialized as usual with A = I
and J = 0.

The Lp error norm of a quantity q with respect to the exact solution qe at time tn is in the following defined as

Lp(q, tn) = p

√
1
|Ω|

∑
r,s

∆x∆y |qn,r,s − qe(xr, ys, tn)|p, (92)

while the L∞ norm is given as usual by

L∞(q, tn) = max
r,s
|qn,r,s − qe(xr, ys, tn)| . (93)

The computational results obtained with the new structure-preserving semi-implicit scheme are shown in Fig. 12
at time t = 10, where also a comparison with the exact solution of the incompressible Navier-Stokes equations is
provided. An excellent agreement between the numerical results and the reference solution can be observed. The
distortion field component A11 shown in Fig. 12 matches the one presented in [1] very well and reveals the vortex
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Table 2: Numerical convergence results of the structure-preserving semi-implicit FV scheme for the GPR model in the stiff relaxation limit using
the 2D Taylor-Green vortex problem. The L1, L2 and L∞ error norms refer to the velocity component u at a final time of t = 0.2.

Nx = Ny L1(u, 0.2) O(u) L2(u, 0.2) O(u) L∞(u, 0.2) O(u)

25 9.9081E-03 1.2214E-02 2.4335E-02

50 2.1079E-03 2.2 2.5905E-03 2.2 5.1097E-03 2.3

100 5.1362E-04 2.0 6.2444E-04 2.1 1.1784E-03 2.1

200 1.3577E-04 1.9 1.6400E-04 1.9 2.9661E-04 2.0

structures of the flow. The total CPU time required by the semi-implicit scheme for this low Mach number test
problem on one single CPU core of an Intel i9-7940X CPU was 8607.7s. The entire simulation required 8466 time
steps. The time needed for one degree of freedom (element) update (TDU) with the SPSIFV scheme was therefore
25.4 µs. The L∞ errors measured for the velocity component u and for the pressure p at the final time t = 10 were
L∞(u, 10) = 3.6 · 10−3 and L∞(p, 10) = 3.7 · 10−2, respectively.

For comparison, we have rerun the same test problem also with an explicit second order accurate MUSCL-Hancock-
type TVD finite volume scheme [62], which required 111126.8 s of wall clock time on one core of an Intel i9-7940X
CPU. In order to reach the final time a total number of 265418 time steps was necessary, i.e. the time needed to
update one degree of freedom with the explicit scheme was TDU = 10.5 µs. We can conclude that in terms of total
wall clock time the new SPSIFV scheme is a factor of 12.9 faster than the explicit scheme for this low Mach number
test case. However, in terms of CPU time per degree of freedom update, the semi-implicit finite volume method is
only a factor of 2.4 times more expensive than the explicit scheme, despite the need to solve a linear system for the
pressure in each Picard iteration in each time step. Last but not least, we also report the L∞ error norms obtained with
the explicit scheme at the final time. They were L∞(u, 10) = 0.49 and L∞(p, 10) = 0.34, respectively, which are up
to two orders of magnitude larger than the errors obtained with the structure-preserving semi-implicit scheme. It is
indeed very well-known that the low Mach number problem affects explicit density-based schemes in a very negative
way not only in terms of computational efficiency, but also in terms of accuracy.

We finally use this test problem also in order to perform a numerical convergence study of our scheme in the stiff
relaxation limit at low Mach numbers. For this purpose, we set the effective viscosity in the GPR model to µ = 10−5

and run the 2D Taylor-Green vortex on a sequence of successively refined meshes until a final time of t = 0.2. We
measure the error norms for the velocity component u and compute the resulting convergence order, see Table 2. As
expected, the obtained results indicate that the scheme achieves second order of accuracy in space.

5.6. Double shear layer at low Mach number

Here we solve the double shear layer test problem, see [126, 127, 1]. The computational domain is Ω = [0, 1]2 with
periodic boundary conditions everywhere. The initial condition reads

u =

{
tanh (ρ̃(y − 0.25)) , if y ≤ 0.5,
tanh (ρ̃(0.75 − y)) , if y > 0.5, (94)

v = δ sin(2πx), w = 0, ρ = ρ0 = 1, p = 105. (95)

With this initial data, the maximum Mach number of the problem is M = 2.67 · 10−3, which is about two orders of
magnitude less than the Mach number used in [1]. For this test case we set the parameters that determine the the shape
of the velocity field to δ = 0.05 and ρ̃ = 30. Furthermore, we set the viscosity coefficient to ν = µ/ρ0 = 2 · 10−4. The
other parameters of the GPR model are chosen as γ = 1.4, ρ0 = 1, cv = 1, cs = 8 and α = 0. The initial condition for
the distortion field is A = I and furthermore we initialize the thermal impulse with J = 0. Simulations are carried out
with the new structure-preserving semi-implicit finite volume scheme up to a final time of t = 1.8. The computational
mesh is composed of 250 × 250 control volumes. In Fig. 13 the computational results obtained with the SPSIFV
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Figure 12: Numerical solution of the GPR model for the Taylor-Green vortex with an effective viscosity of ν = 10−2 at a final time of t = 10
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scheme applied to the GPR model are compared with a numerical reference solution that is based on the solution of
the incompressible Navier-Stokes equations and that has been obtained by a high order staggered semi-implicit space-
time discontinuous Galerkin scheme, see [127] for details. The flow dynamics has already been described in [126]
and [127] and can be summarized by the development of several vortices from the initially perturbed shear layers. We
can note an excellent agreement between the Navier-Stokes reference solution and the numerical solution of the GPR
model obtained with the new SPSIFV scheme.

In Fig. 14 we show the temporal evolution of the distortion field component A12, which matches well with the
results shown in [1]. As already observed in [1], the components of the field A seem to be excellent candidates for
flow visualization, since they reveal even more details of the flow structures than the vorticity plotted in the previous
Figure 13. Another major advantage is that the field A is part of the state vector Q that is directly evolved in time via
the governing PDE. It is not a derived flow quantity as the vorticity, which needs to be computed from the velocity
field via appropriate post-processing techniques.

5.7. Couette flow at low Mach number

In this section we discuss the Couette flow [130], which is a very elementary but important flow that allows to
measure the viscosity of a fluid in rotational viscometers. The setup of the problem used in this paper is as follows:
the computational domain is Ω = [−0.5,+0.5]2, covered by 4 × 100 control volumes. The boundary conditions in
x-direction are periodic. The initial condition for the velocity is v = 0, while density is set to ρ = 1 and pressure to
p = 104/γ everywhere in Ω. The initial condition for the distortion field is A = I and the thermal impulse is set to
J = 0. The remaining parameters of the GPR model are chosen as γ = 1.4, ρ0 = 1, cs = 8 and α = 0. The fluid
is set in motion via the upper wall that is moving with velocity v = (1, 0, 0), while the lower wall in y = −0.5 is a
non-moving no-slip wall. We set the relaxation time τ1 so that the viscosity coefficient results as µ = 0.1, hence the
Reynolds number based on the wall velocity and the characteristic length of the problem is Re = 10. The obtained
computational results are shown for various times in Fig. 15, where we also compare the results of the new SPSIFV
scheme applied to the GPR model with the semi-implicit finite volume scheme proposed in [67] for the compressible
Navier-Stokes equations. We report data for the velocity profile u(y) and of the shear stress tensor component σ12(y).
One can observe that the match between the numerical solution of the GPR model and the Navier-Stokes reference
solution is excellent. For long times (t = 100), the well-known linear velocity profile of the Couette flow is reached
in both cases and the shear stress becomes constant along the y axis. At this point, it is very interesting to note that
the shear stress becomes a constant in both space and time, but the distortion field A is not constant, neither in space
nor in time, see Fig. 16, where the time evolution of the shear stress component σ12 is plotted together with the
time evolution of A12 at late times (95 ≤ t ≤ 100). This behaviour was already discussed in [4] and explained by
the rotations of fluid elements, which is a geometric information that is contained in the GPR model, but not in the
Navier-Stokes equations. Therefore, the Couette flow is not a stationary solution of the GPR model, while it is a
stationary solution of the Navier-Stokes equations.

5.8. Poiseuille flow at low Mach number

The test case considered here is the steady flow of a viscous Newtonian fluid in a rectangular duct of length L
and diameter d in the presence of a constant source term S = (0, g, 0, 0, g · v)T that is added to the right hand side
of the PDE system (1) in order to drive the flow and which can be discretized explicitly together with the convective
terms without changing anything else in the numerical scheme. We choose g = (1, 0, 0)T and a computational domain
Ω = [−L/2, L/2] × [0, d] with L = 1 and d = 0.25 and periodic boundary conditions in x-direction. The source term
replaces the pressure gradient ∂p/∂x that usually drives the Hagen-Poiseuille flow, which is a well-known solution of
the Navier-Stokes equations and which leads to the parabolic velocity profile

u(y) = −
1
2

1
L
ρ

µ
y(y − d). (96)

If we run the problem in the low Mach number regime, we can expect Eqn. (96), which is valid for an incompressible
fluid, to hold also for the weakly compressible case. We therefore choose the following initial data and set of param-
eters: γ = 1.4, ρ0 = 1, cv = 1, cs = 8, p = 104, u = v = 0, A = I, J = 0, α = κ = 0 and µ = 10−2. The maximum
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Figure 13: Vorticity contours for the double shear layer with a viscosity of µ = 2 · 10−4 at times t = 0.8, t = 1.2 and t = 1.8 (from top to bottom).
Right: reference solution obtained by solving the incompressible Navier-Stokes equations with the staggered semi-implicit space-time DG scheme
of Tavelli and Dumbser [128, 129]. Left: numerical solution of the GPR model obtained with the new structure-preserving semi-implicit finite
volume scheme. 32



Figure 14: Distortion field component A12 obtained for the double shear layer problem at times t = 0.4, t = 0.8, t = 1.2 and t = 1.8 by solving the
GPR model with the structure-preserving semi-implicit finite volume scheme in the stiff relaxation limit (µ = 2 · 10−4).
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Figure 15: Couette flow at Mach number M = 10−2 and Reynolds number Re = 10. Results obtained with the new SPSIFV scheme applied to the
GPR model and comparison with the Navier-Stokes reference solution at time t = 0.5 (top row) and t = 100 (bottom row). Velocity component u
(left) and shear stress tensor component σ12 (right).
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flow velocity is umax = 0.78125, which means the Mach number is M = 6.6 · 10−3 and the Reynolds number based on
the diameter is Red = umaxd/ν = 19.5. The computational domain was discretized with the new structure-preserving
semi-implicit finite volume scheme using 10×150 cells and running the problem until a final time of t = 10 so that the
solution becomes stationary. The obtained computational results are shown in Figure 17, where the velocity contours,
the velocity vectors and a comparison with the exact solution of the Hagen-Poiseuille profile (96) are shown. One
can observe that the obtained numerical results are in good agreement with the reference solution. Similar to the
previous examples of fluid flows, we note a highly heterogeneous profile of the distortion field in Figure 17 despite
homogeneous and stationary profile of the velocity and thus, of the viscous stress.
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Figure 17: Poiseuille flow at Mach number M = 6.6 · 10−3 and Reynolds number Red = 19.5. Results obtained at time t = 10 with the new SPSIFV
scheme applied to the GPR model. Velocity vectors and color contours of the velocity component u (left), A11 component fo the distortion field
(middle), and comparison of the velocity component u on a 1D cut along the y axis with the exact solution of the Hagen-Poiseuille flow (right).

5.9. Lid-driven cavity at low Mach number

A classical benchmark problem for the numerical solution of the incompressible Navier-Stokes equations is the
well-known lid-driven cavity problem, see e.g. [131, 128]. It can also be used to validate compressible flow solvers
in the low Mach number regime, see e.g. [1, 132, 67]. For the computational setup in this paper the computational
domain is given by Ω = [−0.5, 0.5] × [−0.5, 0.5]. The initial condition is simply given by ρ = 1, v = 0, p = 104/γ,
A = I and J = 0. The parameters of the GPR model are set to γ = 1.4, cv = 1, cs = 8, ρ0 = 1 and α = 0, i.e.
heat conduction is neglected. The dynamic viscosity is chosen as µ = 10−2 so that the Reynolds number of the test
problem is Re = 100. The fluid flow inside the cavity is induced by the moving upper boundary, whose velocity is set
to v = (1, 0, 0). On all other boundaries, a no-slip wall boundary condition with v = 0 is imposed. With the chosen
initial and boundary conditions, the Mach number of this test problem is M = 10−2 with respect to the lid velocity.

The new structure-preserving semi-implicit finite volume scheme is run until a final time of t = 10 using a compu-
tational grid composed of 200 × 200 elements. The numerical results are shown in Fig. 18, where also a comparison
with the Navier-Stokes reference solution of Ghia et al. [131] is provided. We note a very good agreement between
the numerical solution of the GPR model and the incompressible Navier-Stokes reference solution. At this point we
would like to stress that the new SPSIFV scheme is able to solve this test problem efficiently also at low Mach num-
ber, while an explicit method as the one used in [1] would require a very large number of time steps due to the CFL
condition based on the sound speed.

At this point, we also provide a quantitative performance comparison of the new SPSIFV scheme with a classical
second order MUSCL-Hancock TVD finite volume method, see [62]. All runs are performed on one single core of
an Intel i9-7900X CPU with 3.3 GHz nominal clock speed and 32 GB of RAM. The total wall clock time needed by
the SPSIFV scheme to reach the final simulation time of t = 10 was 2031 s, while the explicit second order MUSCL-
Hancock scheme needed 5641 s to complete the simulation. The time needed to update one single control volume was
4.2µs for the SPSIFV scheme and 1.9µs for the explicit second order TVD method.

The computational efficiency of the semi-implicit scheme can be highlighted even further when increasing the initial
pressure to p = 105, i.e. by further reducing the Mach number of the test problem. In this case, the total wall clock
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time needed by the new SPSIFV scheme to reach t = 10 was 2666 s, while the explicit MUSCL-Hancock scheme
needed 20392 s to complete the simulation. Here, the CPU time for one single element update was 5.5µs for the
semi-implicit scheme and 1.9µs for the explicit TVD scheme.

These results clearly show that the semi-implicit scheme is not only faster for this type of low Mach number
problem, as expected, but that also the absolute computational cost per element and time step is quite competitive
with the one of the explicit scheme, despite the need to solve a global pressure system in each time step.
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Figure 18: Lid-driven cavity problem at Mach number M = 10−2 and Reynolds number Re = 100. Results obtained at time t = 10 with the new
SPSIFV scheme applied to the GPR model. Color contours of the velocity component u (left) and comparison of the velocity components u and v
on 1D cuts along the x and y axis with the reference solution of Ghia et al. [131] (right).

5.10. 2D explosion problems

In this subsection we consider two circular explosion problems (EP1 and EP2), one in the fluid limit of the model,
one in the solid limit. Given the computational domain Ω = [−1; 1]2 the initial condition reads

Q(x, y, 0) =

Qin if r ≤ R
Qout if r > R.

(97)

where Qin and Qout are the internal and external states, respectively, and r =
√

x2 + y2 is the radial coordinate, while
R = 0.5.

EP1: Fluid limit of the model. We first solve the governing PDE system in the fluid limit, i.e. τ1 � 1 and τ2 � 1. In
the inner state, the density and the pressure are ρin = 1 and pin = 1, while in the outer state we impose ρout = 0.125
and pout = 0.1. In addition, in the entire domain the initial velocity is set to v = 0, the initial thermal impulse vector is
equal to J = 0 and the initial distortion field is imposed as A = 3

√
ρ I. The other parameters of the GPR model are set

to γ = 1.4, cv = 2.5, ρ0 = 1, τ1 = τ2 = 10−5. The computational mesh is composed by 1000 × 1000 control volumes
and the final time of the simulation is t = 0.2. Moreover, we compute a reference solution by solving the 1D Euler
equations of gasdynamics, where the cylindrical symmetry was properly accounted for via an algebraic source term
in the PDE system, see [62] for details. In this case the numerical solution has been obtained by using a robust second
order TVD finite volume scheme (see [133, 62]) on a very fine grid. In Figure 19 a density contour plot at the final
time is depicted and the numerical results obtained with the SPSIFV scheme are compared against the 1D reference
solution. From the obtained results we can observe that the agreement is very good.
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Figure 19: 2D explosion problem EP1 at time t = 0.2. 3D density contour color plot (top left) and 1D cut along the x axis with a comparison of the
Euler reference solution (solid line) against the numerical solution of the GPR model obtained with the new SPSIFV scheme (square symbols) in
the stiff relaxation limit (τ1 = τ2 = 10−5).
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EP2: Solid limit of the model. We now solve the governing PDE system in the solid limit, i.e. τ1 → ∞ and τ2 → ∞.
Here, we choose the following initial condition. We set ρ = 1, v = 0, A = I and J = 0 everywhere in the computational
domain, while we choose pin = 2 and pout = 1 for the pressure. The other parameters of the GPR model are set to
γ = 1.4, cv = 2.5, ρ0 = 1, τ1 = τ2 = 1020. The computational mesh is composed of 500 × 500 and the final simulation
time is set to t = 0.15. We solve the problem twice, once with the new SPSIFV scheme and another time with a
standard second order accurate MUSCL-Hancock finite volume scheme, see [62]. The computational results obtained
with both schemes are shown via contour plots and 1D cuts along the x-axis in Figs. 20 and 21, respectively. Overall,
we can observe a good agreement between the two solutions. Since we run the present test case with τ1 = τ2 = 1020,
i.e. the governing PDE system becomes homogeneous, we can again compare the L1 error norms of the curl of A and
J obtained with the two different schemes. As already shown in the first test problem, the new SPSIFV method is able
to maintain the error close to machine zero, while the standard TVD finite volume scheme produces errors in the curl
of A and J that are about ten orders of magnitude larger.

Finally, we also provide detailed CPU times for the two schemes so that the reader can assess the computational
efficiency of the proposed SPSIFV scheme. The present test problem is not a low Mach number problem, i.e. we
expect the semi-implicit scheme to be less efficient than the explicit method. The total CPU time needed by the
SPSIFV method on one single core of an Intel i9-7900X CPU with 3.3 GHz of clock frequency and 32 GB of RAM
was 298.3 s, while the explicit second order TVD scheme needed 207.2 s, which is only about 31 % less than the
semi-implicit scheme. Note that the new semi-implicit scheme needs to solve an implicit pressure system in each time
step. The total wall clock time can also be normalized by the number of time steps and by the number of elements,
leading to the time that is needed to update one element. The time needed by the SPSIFV scheme for one single
element update was 4.4µs, while it was 2.39µs for the explicit second order TVD scheme. From these results we
can conclude that the computational efficiency of the proposed semi-implicit finite volume scheme is still competitive
even for non low Mach number flows, while it is obviously much faster than an explicit scheme for low Mach number
flow problems, see the results obtained for the Taylor-Green vortex and for the lid-driven cavity problem.

Figure 20: 2D explosion problem EP2 for the homogeneous GPR model with τ1 = τ2 = 1020 at time t = 0.15. 3D pressure contour color plot for
the new SPSIFV scheme (left) and a standard explicit MUSCL TVD finite volume method (right).

6. Conclusions

We have presented a new structure-preserving staggered semi-implicit finite volume method for the unified GPR
model of continuum mechanics. The scheme is consistent with the low Mach number limit of the equations, it is
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Figure 21: Cut along the x axis for the 2D explosion problem EP2 at time t = 0.15. Comparison of a fine grid reference solution (solid line) against
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exactly curl-free for the homogeneous part of the PDE system in the absence of source terms and is consistent with
the Navier-Stokes-Fourier limit of the model in the stiff relaxation limit when τ1 → 0 and τ2 → 0. To the best
knowledge of the authors, this is the first time that an exactly curl-free scheme has been proposed for the equations of
nonlinear large-strain hyperelasticity in Eulerian coordinates.

Future work will consist in an extension of the present approach to general unstructured meshes in multiple space
dimensions and to higher order of accuracy at the aid of staggered semi-implicit discontinuous Galerkin (DG) finite
element schemes, following the ideas outlined in [134, 129, 132, 135, 136]. In the near future we also plan an extension
of this new family of efficient semi-implicit finite volume schemes to Baer-Nunziato-type models of compressible
multi-phase flows [137, 138, 139, 140] and to the conservative two-phase flow model [141, 142], where low Mach
number problems are particularly important due to the simultaneous presence of two different phases with substantially
different sound speeds. Further extensions will also concern compressible multi-phase flow models with surface
tension [99, 34], as well as a recent hyperbolic reformulation of the Schrödinger equation [100], which are also
endowed with curl constraints. First preliminary results of the authors indicate that the use of exactly curl-free schemes
for hyperbolic models with curl involutions, like the ones proposed in [99, 100] might be as important as the use of
exactly divergence-free schemes in the context of the magnetohydrodynamics (MHD) equations.
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Appendix A. Sound speeds at the equilibrium

It is likely impossible to get analytical expression for the characteristic speeds of the GPR model (1) in the general
case. However, for understanding the type of the waves the model can have, it might be useful to have the formulas
for characteristic speeds at the equilibrium, i.e. ρ = ρ0, A = I, J = 0. Thus, in the equilibrium, the characteristic
polynomial reads

λ̃9(c2
s − λ̃

2)2(a0 + a2λ̃
2 − a4λ̃

4) = 0, (A.1)

with λ̃ = λ − u and where

a0 = α2T (4c2
s + 3cv(γ − 1)T ), (A.2a)

a2 = 4c2
scv + 3(α2 + c2

v(γ − 1)γ)T, (A.2b)
a4 = 3cv, (A.2c)

and T = ∂E1(ρ, s)/∂S is the equilibrium temperature. Thus, there are 8 types of wave: pure advective waves cor-
responding to λ9, 2 shear waves with characteristic speed λs = u ± cs, which may be different out of equilibrium,
corresponding to (c2

s − λ
2)2, 4 thermo-acoustic waves

λta = u ±

√√√
a2 ∓

√
a2

2 + 4a0a4

2a4
(A.3)
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corresponding to a0 + a2λ
2 + a4λ

4 = 0 which couple the the longitudinal waves and two (fast and slow) thermal
waves. Note that if we put α = 0, then the speeds of the thermo-acoustic waves reduce to c2

l = c2
0 + 4

3 c2
s , i.e. to the

standard expression for the equilibrium speeds of longitudinal waves in solids. The remaining eigenvalues are λa = u
associated with pure advection.
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[94] D. Balsara, R. Käppeli, W. Boscheri, M. Dumbser, Curl constraint-preserving reconstruction and the guidance it gives for mimetic scheme

designSubmitted.
[95] M. Dumbser, I. Peshkov, E. Romenski, O. Zanotti, High order ADER schemes for a unified first order hyperbolic formulation of Newtonian

continuum mechanics coupled with electro-dynamics, Journal of Computational Physics 348 (2017) 298–342.
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