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Abstract 

 

Hepatic granuloma develops in the early stage of liver cirrhosis which can seriously injury liver 

health. At present, the assessment of medical microscopic images is necessary for various diseases 

and the exploiting of artificial intelligence technology to assist pathology doctors in pre-diagnosis 

is the trend of future medical development. In this article, we try to classify mice liver microscopic 

images of normal, granuloma-fibrosis1 and granuloma-fibrosis2, using convolutional neural 

networks and two conventional machine learning methods: support vector machine and random 

forest. We also propose a method of data preprocessing to deal with the problem of insufficient 

image number and recognizable texture features are extracted and selected using gray the level 

co-occurrence matrix, local binary pattern and pearson correlation coefficient. Relatively to the 

other classifiers studied, the suggested solution based on convolutional neural networks was 

evaluated in terms of classification accuracy, which was of 82.78%, and confusion matrix, which 

shown to be promising and with clinical significance, and revealed its preeminence. 

Keywords: Hepatic Granuloma; Microscopic imaging; Image Classification; Deep Learning 

 

1 Introduction 

 

Hepatic cirrhosis is a degenerative and chronic liver disease, which has as the main characteristic 

the fact that normal liver cells been replaced by collagenous scar (fibrosis). In the early stage of 

cirrhosis, especially in primary biliary cirrhosis, the pathologist may uncover one or more 

granulomas in a biopsy specimen, diagnosing the stage of underlying liver injury [1]. Granuloma 

is commonly defined as a distinct nodular lesion formed by macrophages and their evolution of 
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localized infiltration and proliferation, which are presented as red-brown and annular grouped 

cells arranging disorderly and densely. All these characteristics are commonly delineated in 

microscopic images.  

 

Microscopic imaging is as an important medical imaging modality, which carries rich but complex 

information including about the various structures of biological tissue, the state of different cells 

and others that pathology doctors demand. However, the complexity of the acquired images and 

doctors’ subjectivity often cause disagreement even among experienced pathologists [2], which 

suggests an increasing demand for robust and stable computational approaches to improve the 

diagnosis efficiency [3, 4, 5]. 

 

In recent years, deep learning, especially convolutional neural networks (CNNs) [6], as an 

excellent machine learning method for image classification, has also been proposed to analyze 

images in digital pathology. There have been many researches in digital microscopic image 

analysis employing CNNs. Philipp kainz et al. [7] used CNN classifier architectures to segment 

and classify the colorectal cancer in histopathological images, suggesting a new combination of 

separate-net and object-net. In [8], epithelial and stromal regions in stained H&E images were 

automatically extracted features and classified using deep CNNs, which outperformed the 

traditional classification methods. Although several approaches based on CNNs have already 

proposed with success, the comparations among them are not available. In [9], a comprehensive 

tutorial with seven use cases, such as nuclei segmentation, lymphocyte detection and mitosis 

detection, has been presented, outlining a guide for other researchers to study in digital pathology 

domain by leveraging CNNs. 

 

A typical microscopic image of hepatic granuloma encompasses four tissue components: 

multinuclear giant cells derived from macrophage, cytoplasm, epithelia and lymphocytes. The 

multinuclear giant cells are grouped by epithelia that connect other tissues appearing fibrous, 

generating the granuloma annular, in which the numerous nucleuses usually arrange densely, and 

centre lymphocytes. The difference between normal and abnormal microscopic images can be 

shown in Figure 1. In the figure of granuloma-fibrosis2, the annular area of granuloma is larger 

and the background is more fibrotic.  

 

Figure 1 – Form the left to the right: mice microscopic images of normal and two degrees of 

hepatic granuloma. 

 

In this article, we describe our CNN-based multi-classification strategy for the mice hepatic 

granuloma microscopic images taken into account three classes: normal, granuloma-fibrosis1 and 

granuloma-fibrosis2. To our knowledge, there are no previous studies on hepatic granuloma 



  

microscopic images based on the application of artificial intelligence technology. Thus, referring 

to works on other disease microscopy images, we also propose a method of data preprocessing to 

overcome the problem of insufficient image numbers. In order to evaluate the performance of the 

proposed CNN model, we compare the classification results against the results obtained by other 

two traditional classifiers: support vector machine with polynomial kernel (SVM) [10] and 

random forest (RF) [11], as well as against a famous and classic CNN model: AlexNet [12]. All 

the training processes were based on 4-fold cross validation for assuring the robustness of the final 

results. In addition, when employing conventional machine learning approaches, we use gray level 

co-occurrence matrix (GLCM) and local binary pattern (LBP) to extract texture features including 

energy, contrast, correlation and uniformity. Various features could be calculated through GLCM, 

the eight features used in this work are the widespread and most typical features in the field of 

image feature extraction. Furthermore, hepatic granuloma and local annular fibrosis can be well 

described by LBP. Therefore, we hypothesized that this two feature extraction methods can attain 

the information about image textural characteristics. After attaining all the features of the input 

images, we use pearson correlation coefficient as the feature selection method to remove useless 

features from complete feature set, which also benefits to the final classification performance. In 

terms of accuracy and details in confusion matrix, our proposed CNN performed better: the total 

accuracy was 82.78% (Normal class, 92.5%; Granuloma-fibrosis1, 76.67%; Granuloma-fibrosis2: 

79.17%). Three postgraduates of the pathology department exchanged advices of what features 

should be extracted and how to split the datasets with us, making our experiment with more 

clinical practice significance. 

 

The majority of previous works regarding hepatic cirrhosis image analysis is mainly focused on 

ultrasound images, which usually include tasks of image segmentation and classification. In [13], 

a computer-aided cirrhosis diagnosis system based on ultrasound images was proposed, and a 

CNN was employed to extract deep level features which were proved better than hand-crafted 

features like HOG and LBP. Suganya and Rajaram achieved accurate categorization of cirrhosis 

ultrasound images using the methods: modified Laplacian pyramid nonlinear diffusion filter as 

image preprocessing and gray level co-occurrence matrix, local binary pattern and scale invariant 

feature transform as image feature extraction. In the result of image classification using a CNN, 

the accuracy was of 100% that overcame considerably the accuracies obtained by decision tree 

and SVM [14]. When confronting onerous hand-crafted features, feature selection is an ideal 

solution for researchers to improve the classification performance. Some classic and efficient 

approaches gave been suggested, such as genetic algorithm [15], particle swarm optimization [16] 

and singular value decomposition [17]. In [18], liver cirrhosis, normal liver and hepatocellular 

carcinoma were classified through applying the multiresolution wavelet packet texture descriptors. 

With the feature selection method of Genetic algorithm-SVM, the classification performance did 

improve significantly. 

 

Although numerous differences exist between ultrasound images and microscopic images about 

liver cirrhosis, we can still refer them to improve our solution. On one hand, the original 

ultrasound images of liver cirrhosis should not be cropped neither other data augmentation 

methods used, otherwise that would be unavailable for physicians to diagnose liver disease. 

However, when applying CNNs in tasks of image classification, a large amount number of data is 



  

indispensable to avoid overfitting. But as to medical image data, it is always difficult to obtain 

sufficient and qualified image data. Obviously, data augmentation has widely used in various 

kinds of medical image applications [6], such as to skin cancer [19], lung cancer [20] and cell 

detection [21]. Our new method of data preprocessing towards hepatic granuloma microscopy 

focuses on how to crop the input image in order to obtain an ideal classification result by the CNN 

model. On another hand, liver cirrhosis in the ultrasound imaging shows the liver capsule as 

thickness with jagged, wavy and stepped changes. Comparatively, microscopic images can carry 

more rich information even after cropped, providing the accurate degree of fibrosis and the 

numbers of granuloma annular. 

 

The rest of this article is structured as followings: The details of the main used methods are 

provided in Section 2. Then, the specific explanations of our experimental setups are given in 

Section 3. The results and discussion are presented in Section 4. Concluding remarks and future 

works are pointed out in Section 5. 

 

2. Methods 

2.1 Convolutional neural networks 

 

Convolutional neural networks are from the artificial neural network field with a strong deep 

learning ability. Deep learning algorithms are based on the deep architectures of continuing layers 

which orderly separate into convolutional layer, full-connection layer and the output layer. In our 

CNN architecture, the output layer is the Softmax classifier (SMC) [22], which is a common 

choice for multi-classification tasks. And, after been cropped, the microscopic images are fed into 

every single layer successively. The framework of our proposed CNN architecture is shown in 

Figure 2. 

 

Figure 2 Proposed CNN architecture. 

2.1.1 The architecture of the convolutional layers 

 

Typically, the convolutional layers include some alternative convolutional layers (C layers) and 

max-pooling layers (P layers). The convolution and max-pooling feature maps can be built by 

these C and P layers, respectively. Then, strong features can be extracted from the feature maps 

and then combined. 

 

1) C layers 

 



  

Let’s assume that X (m,n)k represents the inputting 2-dimensional map of the k-th channel, and 

l (m,n)kH  is the convolution kernel, being m and n the dimensionality and k and l the number of 

input channels and output channels so the size of the convolution kernel be k l . Hence, we have: 

-1 -1 -1

0 0 0

( , )  ( , )* ( , )

( , ) ( , ){ 0,1,..., ; 0,1,..., ; 0,1,... }

l k kl

K I J
k kl

k i j
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X m i n j H i j k K i I j J
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 

    
 (1) 

Where l (m,n)Y  is the outputting 2-dimensional feature map of the l-th channel and klH (m,n) , 

with size of I J , means the 2-dimensional kernel of the l-th column and k-th row. 

After attained the
l (m,n)Y , the result must be multiplied by the activation function: Rectified 

Linear Unit (ReLU) [29] before transferring the data downward to the next layer; the used 

activation function is: 

(x) max(0,x)   (2) 

The range of ReLU function is [0, ) . 

 

2) P layers 

 

The features obtained by the convolution layers can be processed again in the other layers, thus 

CNN setups pooling layers to reducing the calculated quantity. In this work, we employ the 

max-pooling method which attains to compute the maximum value of a given feature in a certain 

feature map. 

 

2.1.2 The architecture of full-connection layers 

 

In full-connection layers (FC layers), every node is connected to other nodes from the adjacent 

layers. Calculated by matrix multiplication with vectors, full-connection layers transform each 

input feature into a vector. 

2.1.3 Pipeline of the proposed CNN based classifier 

 

Figure 3 presents the whole process of liver classification into normal, hepatic 

granuloma-fibrosis1 and hepatic granuloma-fibrosis2 tissues in microscopic images. Firstly, the 

raw microscopic images are labelled, cropped and separated before fed into the proposed CNN 

model. This step is described in Section 3. Secondly, we train the CNN model through train data 

that are split into four sets to conduct 4-fold cross validation. And finally, we use test data to 

evaluate the completed CNN model and assess the classification accuracy. 



  

 

Figure 3 The pipeline of the proposed CNN based classification. 

 

2.2 Pipeline of the SVM and RF based classifiers 

 

The developed pipeline of the SVM and RF based classifiers, shown in Figure 4, can be resumed 

by the following five steps: 

Step 1: Labelling of all the raw microscopic images and cropped them to the size of 

256 256  pixels; 

Step 2: Extraction of the texture features using the GLCM and LBP methods; 

Step 3: Division of the input image dataset into training and testing datasets; 

Step 4: Training of the SVM and RF based classifiers using the training data; 

Step 5: Evaluation the classification performance of the classifiers. 

 

Figure 4 Pipeline of the SVM and RF based classifiers. 

 

2.2.1 Gray level co-occurrence matrix 

 

Gray level co-occurrence matrix [23] is a statistical method for extracting texture features from 



  

digital images through calculating the spatial relationship of each image pixel. The implemented 

method is based on the joint conditional probability density among image grayscale levels, whose 

function is: 

 
L-1 L-1

0 0

( , | , ) (( , ) | ( , ) , ( , ) ;x, y 0,1,2,..., N 1)
i j

Q i j d x y f x y i f x dx y dy j
 

        (3) 

where (i,j)  is a pair of image pixels with distance equal to d  and an angle θ  equal to: 0 , 

45 ,  90 or135  , and L  is the maximal gray level value presented in the input image of size 

N*N . Therefore, ( , | , )Q i j d   can be also defined taken into account the emergence probability 

of the given pair pixels, which are i=f(x,y)&j=f(x+dx,y+dy) , where (x,y)  represents the pixel 

location in the input image, with the distance d and angleθ , respectively. Various image features 

can be extracted from GLCM. Referring the current research methods of analyzing microscopic 

images and combining with the characteristics of granuloma microscopy, we choose eight texture 

features: energy, contrast, entropy, correlation, mean, texture variance, dissimilarity and 

homogeneity: 

 

1) Energy:  
-1 1

2

0 0

ner = ( , )
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2) Contrast: 
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3) Entropy: 
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4) Correlation:  
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where: 
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5) Mean: 
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6) Texture Variance 
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7) Dissimilarity: 
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8) Homogeneity: 
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2.2.2 Local binary pattern 

 

Local binary pattern (LBP) method [24] intends to describe the local features of an input image 

and has been improved according to several novel variants, such as circular the LBP method [25] 

used in this work. The original LBP algorithm divides the image into many 3 3 cells, where the 

gray value of a central pixel determines the neighborhood threshold. In each cell, all the gray 

values of other eight pixels neighboring the central pixel are compared against a threshold value; 

if the value of the surrounding pixel is greater than of the central pixel, then the pixel is marked as 

1 (one) or 0 (zero). 

A formal description of the LBP operator is: 

-1

0

( , ) 2 ( - )
P

P

c c P c

P

LBP x y s i i


  (16) 

where (x ,y )c c  is the coordinates of the central pixel with gray value denoted by ic , and iP  

means the gray values of the surrounding P pixels, and s is a sign function defined as: 

1 0
( )

0

if x
s x

esle

 
  
 

 (17) 

By computing these two functions, the LBP value can be obtained, which is a two-valued 

binary code. The LBP feature values are represented here by a vector consisted of ten 

characteristics. 

 

2.2.2 Feature selection 

Texture feature selection is an efficient method to reduce characteristic dimension in medical 

microscopic image classification. With a proper feature selection technique, we can not only 

shorten the execution time in the training process, but also improve the classifier performance. 

Pearson correlation coefficient (PCC) [26] is a suitable approach to measure the correlation 

between feature variables, as well as to assist researchers to understand the relationship between 

characteristics and response variables. The results of PCC are ranged between 1 (one) to -1 (minus 

one), which can give the strength and monotonicity of the variables’ relationship.  



  

 

3. Experimental setup 

3.1 Used dataset and preprocessing 

 

The used hepatic cirrhosis microscopic images were labelled as normal, granuloma-fibrosis1 and 

granuloma-fibrosis2 without lesions location label. Our labelled dataset contains 30 mice liver 

histopathological images of size 1536 2048  pixels divided into 10 normal images, 10 

granuloma-fibrosis1 images and 10 granuloma-fibrosis2 images.  

 

Firstly, all the original images were cropped in patches of size equal to 256 256 pixels, and 

then after disordered, the patches were recombined to new images also of size equal to 

1536 2048  pixels; secondly, we repeated the first step to obtain the final patches and separated 

them into three datasets: training dataset, validation dataset and testing dataset. Except for the 

CNN model, the validation and the training datasets were mixed. 

 

Figure 5 An original input microscopic image (left) and the correspondent image after rearrange 

and combine the built image patches (right) 

 

With this data preprocessing, we enlarged the image dataset from 30 to 1,440 images (expand 48 

times) and were divided into 3 image data sets: one of 720 training images, another one with 360 

validation images and a last one of 360 testing images. That is, we augmented our initial dataset of 

30 medical microscopic images to a dataset of 1,440 images. The details of the achieved dataset 

are given in Table.1. 

Table.1 The dataset of the microscopic images after augmentation 

Microscopic image 

types 

Training 

images 

Validation 

images 

Testing 

images 
Total images 

Normal 360 120  120  480 (10*6*8=480) 

Granuloma-fibrosis1 360 120  120  480 (10*6*8=480) 

Granuloma-fibrosis2 360 120  120  480 (10*6*8=480) 

 

 

(1) 



  

 

(2) 

 

(3) 

Figure 6 Examples of five cropped images resultant from normal (1), granuloma-fibrosis1 (2) and 

granuloma-fibrosis2 (3) images 

 

3.2 Extracting and selecting features from patches 

 

We extracted the texture features from all patches by using GLCM and LBP methods, obtaining 18 

characteristics to train our CMN based classifier. Then, we selected the optimal features using the 

PCC based approach. 

 

3.3 Training model with SVM and RF 

 

SVM and RF based classifiers were trained with 1,440 cropped images of size equal to 

256 256  pixels. For the SVM classifier, we used LIBSVM [27]. All the images were separated 

using 4-fold cross validation before every experiment, and we employed the polynomial kernel 

and 5-fold cross-validation to seek the optimal parameters of the polynomial kernel according to a 

stride of optimization of 0.1 and raging from -5 to 5. For the RF classifier, a quarter of 1,440 

image data was randomly selected as testing data for cross validation; we adopted 180 estimators, 

i.e. the number of decision trees used, and a random generator number of 20. 

3.4 Details of CNN layer 

The proposed CNN architecture, which was motivated by the AlexNet architecture, consists of 3 

convolutional layers, 3 pooling layers, 3 full-connection layers and the output layer with SMC. 

Table 2 presents details of each layer (Figure 2). The size of the input data is equal to 224 224  

after normalization, and R, G, B are the 3 input color channels. For C1~C3, the output feature 

maps of every layer are of size equal to: 1=55 55C  , 2=27 27P  , 2=12 12C  , 2=6 6P   

and 3=6 6C  , respectively. Correspondingly, the outputted of every layer has the size of: 64, 64, 

32, 32, and 16. A function that describes the relationship among the other parameters of layers is: 

Size(InputData) (Kernel) 2 Pad
Size(Feature map)= 1

Size

Stride

  
  (18) 

For example, the size of feature map in P1 layer is 55 55 , calculated as: 

224 8 2 0
Size(C1 Feature map)= 1=55

4

  
  

Table 2 Output and parameters of the used CNN model. 

Parameter Output Kernel Size Stride Pad Dropout 



  

layers ratio 

Input Data (3, 224, 224)     

C 1 (64, 55, 55) 8 4 0  

P 1 (64, 27, 27) 3 2 0  

C 2 (32, 12, 12) 8 2 2  

P 2 (32, 6, 6) 3 2 0  

C 3 (16, 6, 6) 3 1 1  

FC 1 (1024)    0.5 

FC 2 (512)    0.5 

FC 3 (3)     

 

3.5 Parameter setting for training the CNN 

 

In the process of training the proposed CNN model, the learning rate policy determines how to 

adjust the learning speed of each layer, and the adopted parameters were: a base learning rate 

(base-lr) of 0.01; the learning method (lr-policy) was “step”; and “gamma” and “stepsize” were 

0.5 and 10000, respectively. Another critical parameter setup is the approach of seeking optimal 

solution, which is “AdaDelta” in this work [28]. 

 

3.6 Experimental platform 

 

All experiments were conducted on a NVIDIA GeForce GTX 1070 GPU under the Community 

Enterprise Operating System (CentOS) 7.3 and on a PC (Intel Core (TM) i7-6700HQ, 2.6 GHz 

processor with 8 GB of RAM). The software implementation was performed using MATLAB 

2016A and Caffe framework [29]. 

 

4 Results and Discuss 

 

The image features extracted using GLCM method are indicated in Table 3, which includes the 

mean values of all 8 texture features calculated from the 1,440 microscopic patches built after 

taking into account the angles of: 0 , 45 , 90 , and135 . Figure 7 presents the differences found 

among the three types of microscopy images in terms of the LBP characteristic vector. 

 

Table 3 Mean values of the 8 texture features extracted using the GLCM method 

Texture feature Normal Granuloma-Fibrosis1 Granuloma-Fibrosis2 

Contrast 0.1149 0.1018 0.0945 

Correlation 0.5011 0.6711 0.6270 

Energy 0.8951 0.8835 0.8939 

Homogeneity 0.3942 0.4727 0.4596 

Entropy 2.6811 2.8128 2.8562 

Dissimilarity 0.8189 0.7919 0.7947 

Texture Mean 4.1104 3.7889 3.9598 

Variance 2.4657 2.9229 3.0670 



  

 

Figure 7 The histogram of the LBP feature values for the three image types under study 

 

Table 4 The Pearson Correlation Coefficient results 

Texture feature PCC (scores, 

p-value) 

Texture feature PCC (scores, 

p-value) 

Contrast (0.318, 8.652e-13) LBP feature-vetor1 (0.190, 2.747e-05) 

Correlation (0.438, 6.397e-24) LBP feature -vetor2 (0.196, 1.499e-05) 

Energy (0.098, 0.031) LBP feature -vetor3 (0.240, 9.687e-08) 

Homogeneity (0.453, 9.650e-26) LBP feature -vetor4 (0.365, 1.346e-16) 

Entropy (0.396, 1.586e-19) LBP feature -vetor5 (-0.050, 0.270) 

Dissimilarity (0.443, 1.331e-24) LBP feature -vetor6 (0.188, 3.221e-05) 

Texture Mean (0.020, 0.646) LBP feature -vetor7 (0.131, 0.003) 

Variance (0.205, 5.908e-06) LBP feature -vetor8 (0.167, 0.000) 

  LBP feature -vetor9 (-0.008, 0.858) 

  LBP feature -vetor10 (0.157, 0.000) 

 

After the feature selection step, we are aware of the features that are useful or useless. We can find 

that in Table 4, the high positive correlations and high scores are noted such as for Correlation, 

Homogeneity, Contrast and Dissimilarity; on other hand, the LBP feature-vector5 and vector9 are 

negative, meaning that these features may be weak. These experimental results are consistent with 

the actual diagnosis of liver cirrhosis: as in the initial stage, the histopathological images of 

hepatic granuloma ought to have higher Correlation and lower Contrast because liver granulomas 

will group cells disorderly and densely arranged. Actually, in our experiment, the texture features 

extracted using the GLCM method are stronger than the LBP based features. 

 

The confusion matrix [30] is a visualization tool to assess the performance of a classifier 

commonly used in artificial intelligence technology. In image multi-classification tasks, the 

confusion matrix displays each class result and compares the classification results with the actual 

measured values. 

 

Table 5 presents the classification results of every class elaborately in a confusion matrix. 100 

images were correctly predicted in 120 images labelled “Normal”; there were 36 “Normal” images 

predicted to be “Granuloma-fibrosis1”; and 52 images were misjudged to “Granuloma-fibrosis2” 

instead of “Normal”. Table 6 indicates the accuracy computed for each class under study. 



  

Table.5 The confusion matrix of the classification results using SVM-Polynomial 

 Normal Granuloma-fibrosis1 Granuloma-fibrosis2 

Normal 100 5 15 

Granuloma-fibrosis1 7 101 12 

Granuloma-fibrosis2 10 9 101 

 

Table.6 The accuracy of the classification results using SVM- Polynomial 

Microscopic image types Accuracy Total / True 

Normal 83.33 % 120 / 100 

Granuloma-fibrosis1 84.17 % 120 / 101 

Granuloma-fibrosis2 84.17 % 120 / 101 

 

The correspond results as RF, AlexNet and proposed CNN based classifiers are presented in 

Tables 7 to 12. Compared with the SVM, RF and AlexNet based classifiers, according to the 

confusion matrix, our proposed CNN based model has many advantages: Firstly, the Normal class 

gains the highest accuracy score: 92.5%, and for the cases of misjudgment: only 7 Normal 

samples were wrongly classified to Granuloma-fribrosis1, which can be justified by the fact that 

the early stage of liver cirrhosis resembles the normal state. Secondly, for the Granuloma-fibrosis 

1 and 2, although the accuracy is inferior than the ones of SVM and RF based classifiers, the 

number of Granuloma-fibrosis2 misjudged to Normal is too high, which could nonplus the 

pathologists due to the evident differences between them. However, the proposed CNN and 

AlexNet based classifiers avoid this case, which also suggests that the CNN based classifier is 

superior to the traditional classifiers studied in this work for comparison purpose. In addition, our 

CNN based classifier overcome the AlexNet classifier by having a more concise architecture: 3 C 

and 3 P layers, 3 FC layers and the SMC classifier. 

 

Table 7 Confusion matrix of the classification results obtained using the RF based classifier 

 Normal Granuloma-fibrosis1 Granuloma-fibrosis2 

Normal 92 8 20 

Granuloma-fibrosis1 9 96 15 

Granuloma-fibrosis2 18 9 93 

 

Table 8 Accuracy of the classification results obtained using the RF based classifier 

Microscopic image types Accuracy Total / True 

Normal 76.67 % 120 / 92 

Granuloma-fibrosis1 80 % 120 / 96 

Granuloma-fibrosis2 77.5 % 120 / 93 

 

Table 9 Confusion matrix of the classification results obtained using the AlexNet classifier 

 Normal Granuloma-fibrosis1 Granuloma-fibrosis2 

Normal 108 10 2 

Granuloma-fibrosis1 12 86 22 

Granuloma-fibrosis2 7 15 98 

 

Table 10 Accuracy of the classification results obtained using the AlexNet classifier 

Microscopic image types Accuracy Total / True 

Normal 90 % 120 / 108 

Granuloma-fibrosis1 71.67 % 120 / 86 

Granuloma-fibrosis2 81.67% 120 / 98 



  

 

Table 11 Confusion matrix of the classification results obtained using the proposed CNN 

based classifier 

 Normal Granuloma-fibrosis1 Granuloma-fibrosis2 

Normal 111 7 2 

Granuloma-fibrosis1 6 92 22 

Granuloma-fibrosis2 5 20 95 

 

Table 12 Accuracy of the classification results using the proposed CNN based classffier 

Microscopic image types Accuracy Total / True 

Normal 92.5 % 120 / 111 

Granuloma-fibrosis1 76.67 % 120 / 92 

Granuloma-fibrosis2 79.17 % 120 / 95 

 

Table 13 presents the global accuracy obtained by each of the four classifiers under comparison. 

Despite our experimental results are not satisfactory as to the RF based classifier, we cannot deem 

that the RF classifier is unpromising as the lack of enough training data can also lead to failure. In 

[13, 14, 18], very high classification accuracies and of other evaluation criteria do notarize the 

success of this classifier. However, when in multi-classification tasks, it is not enough only to 

attain a high classification accuracy. We also completed the 2-classification task in the mice 

hepatic microscopic images which reached a satisfied classification accuracy in our previous 

works [31]. 

 

Table 13 Global accuracy obtained by each classifier  

 

5 Concluding Remarks and Future works 

 

This research article has presented our designed CNN architecture that shown to be competent to 

classify mice liver microscopic images into normal, granuloma-fibrosis1 and granuloma-fibrosis2 

cases. In order to assess the performance of the proposed CNN based classifier, we conducted the 

classification experiment using other three common classifiers: SVM with polynomial kernel, RF 

and AlexNet. The experimental results were discussed evaluated based on the confusion matrixes 

built. Moreover, the results of the SVM and RF based classifiers were also satisfactory, suggesting 

that our methods of data preprocessing and feature extraction are reasonable. After the feature 

selection step, we figured out that the texture features obtained using the GLCM method are 

highly distinguishable.  

 

In future works, we still entail to deal with the problem of insufficient number of training images. 

Because when we trained the classifiers by augmenting data to avoid overfitting, the classification 

results were not quite desirable which should be better if we can acquire sufficient images. And in 

Classifiers Accuracy 

RF 78.05 % 

SVM-Polynomial 84.17 % 

AlexNet 81.11 % 

CNN 82.78 % 



  

order to assist pathologists more comprehensively, apart from the final classification results, we 

should also try to segment the lesion areas: the annular granulomas and other diagnostic relevant 

information employing CNNs. 
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