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Abstract
Predicting student performance in a curriculum or program offers the prospect of improving academic
outcomes. By using effective performance prediction methods, instructional leaders can allocate
adequate resources and instruction more accurately. This paper aims to identify the features of machine
learning algorithms that can be used to make predictions about student grades. For this purpose, we use
a data set that contains personal information about students and their grades. We have implemented
different machine learning algorithms of regression namely: Decision Tree, Random Forest, Linear
Regression, k-Nearest Neighbor, XGBoost, and Deep Neural Network. Then, we compared these models
based on their determination coe�cient, Mean Average Error, Mean Squared Error, and Root Mean
Squared Error. The experimental results of this study showed that the deep neural network outperformed
the other algorithms with a determination coe�cient of 99.97% and low errors.

1. Introduction
Predicting students' marks is a common problem in educational data mining, with applications in areas
such as student assessment, course design, and academic advising [1]. Machine learning techniques,
such as linear regression and neural networks, can be used to build predictive models that can estimate
students' marks based on various factors, such as past grades, attendance, and test scores. These
models can help educators to identify at-risk students, design personalized learning interventions, and
provide feedback to students on their progress [2].

There are various approaches that can be used to predict students' performance with machine learning
algorithms, but they generally involve the following steps:

Collect and prepare the data: This involves collecting the relevant data from students' records, such
as their past grades, attendance, test scores, etc. To ensure that the data is in an acceptable format
for the machine learning method, it should be cleaned and preprocessed.

Choose a machine learning model: For this purpose, a variety of machine learning models, including
neural networks, decision trees, and linear regression, can be utilized. The choice of model will
depend on the characteristics of the data and the speci�c goals of the prediction.

Train the model: Once the model has been chosen, it needs to be trained on the data. This involves
feeding the model a large number of examples and changing the model's parameters to reduce the
difference in scores between predictions and actual results.

Evaluate the model: After the model has been trained, it is important to evaluate its performance to
determine how well it is able to predict students' marks. This can be done using techniques such as
cross-validation, where the model is tested on a portion of the data that was not used for training.

Make predictions: The model can be used to make predictions on new data after it has been trained
and assessed.
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In this paper, we will discuss the various approaches that can be used to predict students' marks using
machine learning, including data collection and preparation, model selection, model training, evaluation,
and prediction.

The structure of this paper is as follows: Section 2 talks about some relevant research, and Section 3 lists
the machine learning techniques that were employed, section 4 outlines the methodology adopted,
section 5 shows the prediction results of the models used, and section 6 concludes the paper.

2. Related Work
Several studies have explored the use of machine learning for predicting student grades. One widely used
approach is linear regression, which is a statistical method for �nding the linear relationship between a
dependent variable (in this case, student grades) and one or more independent variables (such as
attendance, test scores and other factors). Linear regression has been shown to be effective in predicting
student grades in a number of studies [3, 4, 5, 6].

Another popular approach for predicting student grades is the use of decision tree algorithms, which build
a tree-like model of decisions based on the data. Decision trees have been used to predict student grades
in a number of studies [7, 8, 9] and have been shown to be effective for this task.

In addition to linear regression and decision trees, other machine learning algorithms that have been used
for predicting student grades include k-nearest neighbor (KNN) [10, 11], random forests [12]. These
approaches have also been shown to be effective for this task, although they may have different
strengths and limitations depending on the speci�c characteristics of the data and the goals of the
prediction.

To predict students' performance based on the use of the internet as a learning resource and the impact
of the time spent by students on social networks, the authors of a study [13] used a variety of machine
learning algorithms, including decision trees, nave bayes, arti�cial neural networks (ANN), and logistic
regression. They discovered that the ANN model, which had an accuracy of about 80%, performed the
best.

The BiLSTM deep neural network model was employed by the authors in [14] coupled with an attention
mechanism model, to predict students' grades from historical data. The results showed that the BiLSTM
combined with the attention mechanism yielded a better accuracy of 90.16%.

In another study [15], the authors applied a deep learning model to predict students' academic
performance. They employed a data set containing different variables such as demographic, social,
educational, and student grades. They used the synthetic minority oversampling (SMOTE) technique to
overcome the data imbalance problem. Their proposed solution resulted in approximately 96% accuracy
for grade predictions across courses.
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[16] looked into two data sets to predict and categorize student performance using several machine
learning techniques, such as Backpropagation, Long-Short Term Memory, Support Vector Regression and
for classi�cation: Gradient Boosting Classi�er. As a result, the Support Vector Regression model
outperformed the other algorithms at the R-squared score of 83% in grade pediction, and for
classi�cation, the Backpropagation model performed the best with an accuracy equal to 87%.

3. Machine Learning Model used
- Decision Tree Regressor

A decision tree is a machine learning method used to categorize data or make predictions based on the
answers provided to a series of previous questions. This model is a type of supervised learning, which
means that it is trained and tested on a data set with the required categorization. It is a graphical
representation that provides all possible solutions to a problem from given conditions.

- Random Forest Regressor

A supervised learning technique [17] [18] called a random forest employs an ensemble learning approach
for regression. It is a meta-estimator that employs the mean to increase prediction accuracy and reduce
over�tting. It does this by �tting a number of classi�cation decision trees to different subsamples of the
data set [19].

- Linear Regression

Linear regression is a popular statistical method used for modeling the relationship between a dependent
variable and one or more independent variables. It is a simple but powerful technique that assumes a
linear relationship between the variables; its purpose is to solve regression problems. Regression builds a
target prediction value on a set of independent variables. Linear regression is principally employed to �nd
the relationship between variables and predictions.

- k-Nearest Neighbors Regressor

k-Nearest Neighbors (k-NN) Regressor is a type of supervised learning algorithm used for regression
tasks. It works on the principle of �nding the k-nearest data points to a new, unseen data point and using
their target values (dependent variable) to predict the value for the new data point. Here's how the k-NN
Regressor algorithm works :

Training: During the training phase, the algorithm stores the feature vectors and their corresponding
target values (dependent variable) from the training dataset.

Prediction: When given a new, unseen data point for which we want to predict the target value

- XGBoost Regressor



Page 5/18

XGBoost is a supervised machine learning algorithm used on large data sets. It is an accurate
implementation of gradient boosting which can be applied to predictive modeling by regression.

- Deep Neural Network

A Deep Neural Network is characterized by a particularity that it is composed of an input layer, an output
layer and at least 3 layers in between of interconnected nodes, or "neurons.". This allows it to process
data in a complex way, using advanced mathematical models. Each of these layers performs different
types of sorting and speci�c categorization in a process called feature hierarchy.

4. Methodology
The methodology of this study includes the following steps, which are summarized in the �gure below
(Fig. 1).

4.1. Data set description
The goal of this study is to predict students' total scores using techniques of machine learning and deep
learning. To achieve this, we used a data set containing information on various 1000 student
characteristics, including gender, of education level of parents, lunch, and exam preparation courses. In
addition, the data set included scores on math, reading, and writing exams as shown in Fig. 2.

4.2. Data cleaning and preprocessing:
The �rst step in our analysis was to clean and preprocess the data. This included handling missing
values, converting categorical variables to numeric form (Fig. 4), and scaling the data to ensure that all
variables were on the same scale.

4.3. Feature engineering:
To improve the performance of the machine learning algorithms, we performed feature engineering on the
data set. This involved selecting the most relevant features and creating new feature: Total score, the
target variable, by combining the existing ones (math, reading, and writing scores) as shown below
(Fig. 5). Feature engineering seeks to produce more robust and predictive data set for the machine
learning algorithms (Fig. 6).

4.4. Data Visualization
We then visualized the data to understand the data set and the correlations between different variables
and to identify any patterns or trends. This helped us to identify the most important features for
predicting students' total scores. Figures 7, 8, 9, and 10 represent graphically the different variables.
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A correlation study is a statistical analysis that measures the relationship between two or more variables.
It is used to understand how the values of one variable are affected by changes in the values of another
variable. The degree and direction of the linear link between variables is measured by the Pearson
correlation coe�cient. Its value falls between − 1 and 1, with − 1 denoting a high negative correlation, 0
denoting no correlation, and 1 denoting a signi�cant positive correlation. To perform a correlation study
in Python, the corr() method of a Pandas DataFrame or the pearsonr() function from the scipy.stats
module can be used.

Figure 11 shows that there is a strong correspondence between the variables: math score, reading score,
writing score, and the target variable Total score.

4.5. Data splitting:
To ensure the validity of our results, we used a 30/70 ratio to divide the data set into training and testing
sets. The testing set was used to gauge how well the models performed, while the training set was used
to train the machine learning algorithms.

4.6. Machine learning algorithms implementation:
We then implemented a range of machine learning algorithms for predicting student grades, including
decision trees, random forests, linear regression, k-nearest neighbor, XGBoost, and deep neural networks
[20].

The procedures listed below were used to implement these algorithms using the scikit-learn library and
the Python programming language.

Create an instance of the algorithm class: Each algorithm is implemented using a corresponding
class from a library such as scikit-learn. To create an instance of the class, we need to call the class
with any desired hyperparameters (the random_state parameter is set to ensure that the results are
reproducible).

Fit the model to the training data: The �t() method is used to �t the model after it has been generated
to the training set of data. This method takes the training data and target variables as inputs and
adjusts the model's internal parameters to �t the data.

Repeat the process for each algorithm: The process of creating and �tting the model is repeated for
each algorithm. After all the algorithms are trained, they can be used to make predictions on the
testing data.

4.7. Deep Neural Network implementation:
The DNN used was built using the Keras library in Python using the following steps:

The �rst step is to create a model object using the Sequential class. This creates a model that is a linear
stack of layers, where the input goes through each layer sequentially and the output of one layer is the
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input of the next layer.

Next, the layers are added to the model using the model.add() method. The model has 15 layers, each
with a speci�ed number of neurons and an activation function. The activation function determines the
output of a neuron given an input or set of inputs. In this case, the relu activation function is used for all
but the output layer, which uses a linear activation function.

After the layers are added, the model is compiled using the model.compile() method. This step speci�es
the optimizer, loss function, and metrics that will be used to train the model. The Adam optimizer is used,
and the loss function is the mean squared error (MSE). The MAE, MSE, and RMSE metrics are also used
to evaluate the model's performance.

Finally, the model is trained using the model.�t() method, which takes the training data and target
variables as inputs and trains the model for the given number of epochs. The model is trained for 100
epochs. The model is also evaluated on the testing data using the validation data parameter.

5. Model Evaluation and Results
To assess and contrast how well the machine learning algorithms work, we used regression plots of the
models as well as several metrics, including the R-squared score, Mean Absolute Error (MAE), Mean
Squared Error (MSE), and Root Mean Squared Error (RMSE). 

5.1 Regression plots:

A regression plot is a scatter plot that illustrates the connection between two variables and the �tted line
or curve that represents the model's predictions. It is a useful tool for visualizing the performance of a
machine learning model and identifying trends and patterns in the data. 

We used regression plots to visualize the predictions made by each model based on the test set (y_test).
These plots showed the relationship between between expected and actual values, allowing us to see
how well each model was able to accurately predict the total scores of students as shown in the
following �gures (Fig.12, 13, 14, 15, 16, 17). The regression graphs can be created in Python by the
regplot() function of the Seaborn library.

Based on the regression plots of the models used. We can see that the DNN model �ts the data better.

 5.2 Performance metrics:

R-squared score: This metric gauges how much of the target variable's variance the model is able to
account for. An improved �t is indicated by a higher R-squared value.

Mean absolute error (MAE): It is the average absolute difference between the values that were
predicted and the actual values is measured by the mean absolute error (MAE). Better �t is indicated
by a lower MAE.
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Mean squared error (MSE): The average squared difference between the anticipated values and the
actual values is measured by the mean squared error (MSE). Better �t is indicated by a lower MSE.

Root mean squared error (RMSE): This measure is used to quantify the error in the same units as the
target variable and is the square root of the MSE. Better �t is indicated by a lower RMSE.

The table below shows the R-squared, MAE, MSE, and RMSE values of the different models used (Tab.1).

Table 1. Model evaluation based on R-squared, MAE, MSE, and RMSE

Model R-squared (%) MAE MSE RMSE

DT 97.32 3.17 17.24 4.15

LR 99.10 3.42 1.81 4.26

RF 98.59 1.44 4.00 2.00

k-NN 98.72 1.39 3.44 1.85

XGB 96.04 6.02 49.84 7.06

DNN 99.97 0.45 0.05 1.13

Based on the results of the regression plots and the different evaluation metrics shown in table.1, the
DNN model was found to be the best performing model with a determination coe�cient equal to 99.97%
and MAE= 0.45, MSE= 0.05, RMSE=1.13. Followed by the LR model with an R-squared equal to 99.10%
and relatively high errors. In third position there is the k-NN, followed by the RF model, then the DT, and
the XGB in last position.

6. Conclusion
The objective of this paper is to apply machine learning algorithms for the prediction of student scores.
After implementing and evaluating a range of machine learning algorithms, our �ndings demonstrated
that the deep neural network model performed better than the competing algorithms in terms of
determination coe�cient and error metrics. With a determination coe�cient of 99.97% and negligible
errors, the deep neural network demonstrated the highest level of accuracy in predicting students' grades.

These results have important implications for educators and administrators looking to use machine
learning to improve student outcomes and support student success. By identifying the most effective
algorithms for predicting student grades, we can better understand the factors that contribute to student
performance and tailor teaching approaches and support to the speci�c needs of individual students.

Overall, this study highlights the potential of machine learning to revolutionize the way we approach
education by providing personalized and targeted support to students. By continuing to explore and re�ne
these techniques, we can continue to make progress in helping students achieve their full potential.
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Figures

Figure 1

The study’s pipeline

Figure 2

Data set used
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Figure 3

Data set information

Figure 4

Categorical variables conversion
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Figure 5

Creation of the target variable “Total score”

Figure 6

Final data set

Figure 7

Distribution of the variable "gender" according to "test preparation course" (completed or not)
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Figure 8

Distribution of the variable "race/ethnicity

Figure 9

Distribution by gender of the total score
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Figure 10

Distribution of total scores by lunch type

Figure 11

Correlation study
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Figure 12

Random Forest regression plot

Figure 13

Linear Regression regression plot
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Figure 14

k-Nearest Neighbors regression plot

Figure 15

XGBoost regression plot
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Figure 16

Decision Tree regression plot

Figure 17

Deep Neural Network regression plot


