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Abstract
To achieve a fully connected network in Internet of Things (IoT) there are number of challenges that have to be overcome. 
Among those, a big challenge is how to keep all of the devices accessible everywhere and every time. In the IoT network, the 
assumption is that each IoT device can be reached by any client at any given time. In practice, this is not always possible and 
without a proper mechanism the nodes behind a NAT are unable to communicate with each other directly, and their addresses 
have to be shared through a trusted third party. This challenge becomes harder by taking into consideration that most NAT 
traversal approaches have been developed prior to rising of the IoT, without taking into account the constrained nature of 
the participating devices and mostly depend on a centralized entity. In this paper we proposed the Distributed Address Table 
(DAT), a decentralized, secure and lightweight address distribution model that allows any two nodes to get the addresses of 
the other end without relying on a trusted third party. Structured Peer-to-Peer (P2P) overlay by utilizing Distributed Hash 
Table (DHT) technique is generated as its underlying communication scheme to ensure that all participating devices are 
accessible at any given time. This is achieved through simple, yet secure and efficient decentralized model. The DAT adopts 
the edge/fog computing paradigms to ensure a decentralized address distribution. The results showed that the proposed model 
is efficient. In addition, the security properties of the proposed model have been defined and proved.
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1  Introduction

Although in the Internet of Things (IoT) network, the com-
munication can be based on a URI (e.g. using CoAP proto-
col), but the exact communication is established and main-
tained by targeting the socket address (i.e. IP address and 
port number) of a specific resource as a result of lookup in 

the network. In a network where the used addresses of the 
communication are based on the Internet Protocol (IPv4) 
and due to lack of enough available addresses, they have 
been categorized in two main parts: global addresses that are 
accessible by all nodes and private addresses that are local 
to a small part of the network and interconnected with the 
rest of the network by a Network Address Translator (NAT) 
[10]. The nodes with global addresses can be easily accessed 
using their unique routable addresses. The nodes that reside 
behind a NAT can communicate with any node that has a 
global unique address, but the Internet architecture makes 
it difficult for nodes behind different NATs to communicate 
with each other directly. The reason is that the NAT allows 
only the outgoing traffic to pass through and open a session 
for each of the outgoing packet. Upon arrival, an incoming 
packet can pass through the NAT if there is an open session 
assigned to it. Therefore, the packets from a node outside 
the NAT or firewall and without prior opened session will be 
dropped and the communication will fail to be established. 
This issue is crucial and might cause partial lose of connec-
tivity in networks which affects the success implementations 
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of models such as resource discovery [17, 18]. While using 
IPv6 solves the problem of lack of addresses, but still due 
to usage of IPv4 by a huge number of devices a NAT is 
required [32] to translates these two versions of addresses.

There are number of NAT traversal approaches that 
proposed number of solutions to make the NATed devices 
accessible. Some of these approaches [8, 16, 22, 29, 30] 
require a centralized entity to organize part of the process. 
Although relying on a rendezvous third party server helps 
organizing the distribution of addresses, but the centralized 
entity may turn into the bottleneck in the network. In addi-
tion, relying on a NAT traversal approach that requires a 
continuous keep-alive message and due to its required power 
is not feasible to be implemented in a network with con-
strained devices. Using protocols such as Port Control Pro-
tocol (PCP) [34] allows the devices in the network to add a 
port forwarding rule and therefore reduce the required power 
to be more suitable in a network with constrained devices. 
However, in PCP there is still a challenge on how to inform 
the other party about the details of the created information 
(i.e. IP address, protocol, and port), as the PCP itself does 
not provide this functionality. The issue of address distribu-
tion for end-to-end communication can be addressed in a 
centralized third-party entity. The PCP suggests centralized 
approaches such as a rendezvous server or DNS Update in 
DNS based service discovery [6]. Recently, researchers pro-
posed models in which the centralized entity is replaced by 
a set of proxies combined with the cloud server [19] or by 
the distributed ledger technology [21].

According to Mamdouh et al. [23] one of the IoT vulner-
abilities that can be used to attack the network is through the 
NAT traversal approaches. It can be used to permit remote 
attackers to achieve connection into network purposes like 
interconnection compromise other equipment, penetrate data 
or inject interfered or fake information to the network. In 
the process of removing the trusted third-party for address 
distribution and distributing the task among many nodes, 
the communication address has to be kept confidential and 
accessible only by the trusted entities in the IoT network. 
Therefore, in this paper we address the following research 
question: How can the communication addresses be distrib-
uted with other nodes, considering the constrained nature 
of IoT devices and without involving a trusted third party or 
revealing the distributed addresses to the public?

In this paper, we proposed the Distributed Address Table 
(DAT) that distributes the communication addresses of dif-
ferent nodes in the network in a decentralized scheme, taking 
into consideration the limited computing power of the IoT 
devices. Our proposed model adopts the edge/fog comput-
ing paradigm [33] and aims to remove centralized third par-
ties by involving the edge and fog nodes in the process of 
communication. The model uses a structured peer-to-peer 
(P2P) scheme by applying Distributed Hash Table (DHT) 

[36] technology as the underlying scheme of communi-
cation. The main contributions of our paper are: (1) DAT 
creates a decentralized overlay for address distribution and 
does not depend on a trusted third-party entity. Therefore, it 
removes any possible single point of failure and attack dur-
ing address distribution in the system. (2) Authorized nodes 
in the network and using DAT are able to distribute and 
get the addresses of nodes behind the NAT without know-
ing their current IP addresses. (3) The addresses in DAT 
are distributed securely and only the authorized nodes have 
access to a specific address in DAT, therefore the privacy of 
the distributed addresses are preserved. The rest of paper is 
organized as follows. The preliminaries will be introduced 
in the second section for a further understanding. In the third 
section, we will discuss the related work of address distribu-
tions. The fourth section explains our modelling and solu-
tion. The fifth section includes the evaluation and discussion 
of our proposal. Finally, the sixth section summarizes our 
model and the achieved results.

2 � Preliminaries

2.1 � NAT Traversal Protocols

The three main types of NAT traversal approaches are hole 
punching, relaying, and port forwarding. Session Traversal 
Utilities for NAT (STUN) [35] was among the first stud-
ies introduced as an approach for the NAT traversal, which 
was based on establishing a connection between two nodes 
with private addresses behind NAT using what so called 
hole punching. Hole punching assumes that the two com-
municating nodes already have active UDP sessions with a 
rendezvous server. The known and common server registers 
the communication addresses (i.e. IP and port) of each of 
the peers. Later, in the hole punching the addresses will be 
passed to the other party of the communication through the 
rendezvous server. This approach had limited applicability 
with some systems and as a result a probability of failure.

Traversal Using Relays around NAT (TURN) [27] was 
an alternative technique that tried to reduce the failures that 
occur in the STUN. In this approach, the NATed nodes cre-
ate two client/server communications through relaying. In 
this case the two communicating nodes firstly establish the 
communication with a previously agreed server that has a 
unique public IP. Since both nodes behind the NAT started a 
communication to the server and a session already has been 
established in the corresponding NAT, the incoming packets 
from the server to each of them will be forwarded. In this 
case the transmitted packet goes to the common server first. 
Then, the packet will be forwarded to the receiver through 
already established communication channel. Although relay-
ing solves the failure ratio issue in hole punching, but since 
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the whole traffic pass through a common server it is least 
effective used technique due to its slow procedure. Inter-
active connectivity establishment (ICE) [28] introduces 
as a protocol that uses both hole punching and relaying 
techniques. It is based on STUN and TURN protocols and 
chooses the best possible solution among them. Keep-alive 
message is sent by the nodes to keep the port with the ren-
dezvous server open and assigned.

In port forwarding approach, no rendezvous server is 
used by the communicating nodes. The nodes instruct the 
NAT devices to open a port and forward the open port to 
their local ports. In this case the incoming packets to the 
public ports will be forwarded to the local port of the private 
NATed nodes. The implemented protocols such as Internet 
Gateway Device protocol (IGD) that is based on Universal 
plug and play (UPnP) [4] specification propose an automated 
approach to allow the incoming traffic to be forwarded to 
a specific port. NAT Port Mapping Protocol (NAT-PMP) 
[7] has been implemented as an alternative to IGD, and is 
also based on UPnP. Its main drawback is supporting of one 
external IP address. PCP [34] has been designed as a suc-
cessor to NAT-PMP and improved the protocol, which sup-
ports multiple external IP addresses. While no rendezvous 
server is required in port forwarding, but a third-party server 
is used to share and inform the other communicating node 
about the IP and open ports.

2.2 � NAT Traversal in IoT Light Weight Protocols

There are two light weighted and most popular standard pro-
tocols for constrained IoT devices, namely Message Queuing 
Telemetry Transport (MQTT) [14] and Constrained Applica-
tion Protocol (CoAP) [3]. MQTT is based on the publish/
subscribe approach and facilitates one to many communica-
tions through a common node (i.e. broker). Clients publish 
the messages by sending them to the broker and subscribe 
for a specific message in the broker. The topics are catego-
rized by different labels to distinguish them from each other. 
The Quality of Service (QoS) in MQTT can be described 
in three transport Quality of Service types: in QoS-0 the 
client sends the message to the broker and does not expect 
any confirmation of the receipt by the broker. Same with 
the receiving client, the broker send the message to the sub-
scribed clients without any need to the acknowledgments. 
This called the Fire-and-Forget. In QoS-1 the broker sends a 
confirmation to the published client after receipt of the data. 
Similarly the subscribed client sends the acknowledgment 
upon receiving the message. In QoS-1 the confirmations 
send at least once, and if the expected acknowledgment has 
not received after the time-out it will be resent. In QoS-2, 
the messages send exactly once to prevent the duplicate in 
the routing.

CoAP [3] on the other hand, is a document transfer pro-
tocol (similar to HTTP) that works on a client-server archi-
tecture. Although it resembles the HTTP, but it has been 
designed taking into consideration the limited resources of 
the constrained devices with smaller packets comparing to 
HTTP. While in MQTT the broker could cause a single point 
of failure, in CoAP the participating applications form the 
clients and servers in the protocol. The support of CoAP to 
multicast and the lower power consumption makes it a bet-
ter choice in the network with huge number of constrained 
devices.

CoAP devices can act as a client or server. CoAP servers 
has to be reachable by other devices in the network. If the 
CoAP server has its public IP then, communication can be 
established directly. Otherwise, if it is behind a NAT or fire-
wall, the incoming communications traffic will be filtered by 
the NAT server which cause the failure of connection to the 
CoAP server. One solution can be use of a common server 
to establish a communication by punching a hole in the NAT 
which needs a centralized known server. Lightweight M2M 
(LWM2M) [31] is a lightweight device management that is 
used with the CoAP. Still, one of the main challenges is how 
to reach the devices behind NAT. Another solution is to keep 
the communication alive by sending a pulse [5] periodically. 
It is not feasible to the resource constrained IoT devices to 
send these periodic pulses. Similar to the hole punching it 
consumes unnecessary resources and produces latency. The 
reason is that in order to keep the NAT binding the end-
point device has to send periodic pulses, which consumes 
the constrained network resource as well as the battery of 
this constrained IoT device.

PCP [34] allows the IoT devices to control a NAT by 
creating a binding of their private IP and port. When PCP 
protocol is used, there is no need for an IoT device to send 
pulses periodically in order to keep the binding alive which 
makes it more suitable to use by the constrained devices. 
In addition, as illustrated in Fig. 1 even if an IoT device is 
located behind multiple NATs still it can create the binding 
through these NATs. The concern of this protocol is how to 
inform other peers about the new created communication 
data. The challenge of sharing the addresses between NATed 
nodes is that by targeting a destination IP no direct traffic 
is allowed to pass through the NAT and access the NATed 
node. In PCP the addresses are informed to the remote hosts 
using a centralized entity [34]. The problem of adopting 
these approaches in the IoT network can be summarized as 
follows:

–	 Bottleneck & Single Point of Failure through central 
server: The NAT traversal approaches need a common 
and previously determined server in order to be able to 
establish the connection behind NAT. While in PCP the 
actual communication does not require a centralised 
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server, but the opened ports and IP addresses are shared 
using a centralised entity. The third party entity might 
turn into a bottleneck of the system that affects its avail-
ability.

–	 High Computation Power per Node: Most NAT traversal 
approaches require high computation and energy power 
of the participating devices. As instance, in hole punch-
ing approach in order to keep the port alive there should 
be a continuous pinging each few seconds. The nature 
of the constrained devices makes this method inefficient 
in a network with devices that have limited computation 
power.

3 � Literature Review

The distribution of addresses is among main challenges 
in different fields such as NAT Traversal approaches. The 
NAT Traversal approaches are not required only in the IoT 
network. There are different proposed approaches that tar-
get the problems related to the devices behind a NAT, such 
as the applications over LTE networks [1], social networks 
[8] and virtual desktops in distributed environments [11]. 

The NAT traversal and their address distribution models 
can be divided into three main approaches: The centralised 
approach that uses a rendezvous server, the hybrid approach 
that in addition to a rendezvous server uses other distributed 
nodes, and decentralised approach that removes single third 
party entity from the system.

There are number of researchers that proposed the NAT 
traversal approaches using a rendezvous server known to 
both communicating nodes. Authors in [29] presented an 
approach employed UDP sessions with a rendezvous proto-
col server to communicate peer information and TCP ses-
sions established in NAT hole punching. Cho [8] developed 
synchronization of contact information used in social net-
works through UDP hole punching as well as implementa-
tion of unstructured P2P in Wireless Area Network (WAN) 
platform. Their proposed model uses a rendezvous server 
known to both parties running an Android operating sys-
tem. Stephenson and Namiot [30] demonstrated a compara-
tive analysis of data communication of mobile web clients 
and showed how the real-time Communication (WebRTC) 
[16] utilizing P2P scheme needs a known server in order to 
establish the sessions between NATed clients. Lyu et al. [22] 
developed a Netlet middleware to simplify the programming 

Fig. 1   Port Control Protocol 
(PCP)
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of applications that are based on P2P architecture. It con-
tains a hole punching approach to allow access to the NATed 
application, using TCP and UDP servers. In these models 
the address of public rendezvous server is known by both 
sender and the receiver and the third party server is respon-
sible for the distribution of addresses and the establishment 
of communication between the two communicating parties.

Kavalionak et al. [19] proposed an approach called NAT-
Cloud to solve the issue of distributing the communication 
addresses and accessing the NATed peers in the P2P appli-
cations. Their proposed hybrid approach in addition to the 
cloud computing uses publicly available peers in the P2P 
network for address distribution. A node in their proposed 
approach chooses a list of proxy nodes from public proxy 
servers or a rented cloud. The communication addresses of 
the nodes in the proposed model is distributed using one of 
the proxy nodes in their list. Although each node has to send 
a keep-alive message periodically to the public proxy servers 
in its list, but this is not a requirement with the rented cloud 
servers. Herry et al. [13] proposed a secure update frame-
work with a P2P overlay that removes the centralized update 
server. For NAT traversal, the proposed framework uses a 
hole-punching approach that enables the NAT-bindings via 
a specific port to allow the client messages communica-
tion using a common known server in the framework. In 
[20] the authors developed a gossip peer sampling protocol 
called Nylon that is able to access the NATed node in the 
network. A NATed node communicates with any neighbor 
node through a reactive hole-punching by creating a path of 
nodes that work as relays. The node can rely on one or more 
relays in order to be able to access the destination peer.

Kfoury et al. [21] proposed a decentralized and block-
chain based approach to distribute the addresses that have 
been created in NAT binding. This method uses smart con-
tracts offered by Ethereum1 to distribute the addresses of 
NATed nodes. The strengths of this approach are remov-
ing the trusted third party needed by similar approaches 
and distributing the trust among many nodes using block-
chain technology. The use of Ethereum removes the need 
to a centralized rendezvous server, but it the distribution 
of addresses is achieved with some cost, called Ethereum 
Gas2. The need to a centralized rendezvous server, continu-
ous keep-alive messages or payable cost to distribute the 
addresses might affect the adoption of the approach consid-
ering the distributed nature of the IoT network, the resource 
constrained IoT devices and frequent updates of the com-
munication addresses. Our primary focus in this paper is to 
develop a distributed address table that works in a decentral-
ized manner to inform the peers about the communication 

address of an IoT device without any need to a centralized 
authority taking into consideration the limited available 
resources of devices in the IoT network and the privacy of 
the participants.

4 � Model Description

An important characteristic of a protocol designed for IoT 
is the avoidance of single point of failure as it can be a cen-
tralized service, even if implemented using redundancy and 
replication. This can be achieved through the adoption of 
edge/fog computing. The nodes in the edge/fog computing 
layer can be any resource-rich device such as gateways and 
network routers. Due to the distributed nature of fog layer 
(comparing to the centralized nature of cloud layer) the chal-
lenge is how to organize the fog nodes in fog computing. 
In our proposed model and using the DHT technology we 
created a distributed address table (DAT) overlay of peers 
without any centralised entity. DAT is based on the Kadem-
lia implementation [24] of DHT. It stores a quadruple of data 
in the overlay and has a unique method of identifier genera-
tions. The reason behind using P2P scheme in this model is 
its distinguished features that fit the IoT requirements. P2P 
scheme can be easily scaled without any need to a reorgan-
izing and synchronizing authority. Since the information are 
distributed among many edge and fog nodes, there is no 
single point of failure and breach or shutting down a small 
subset of peers does not affect the overall availability.

As mentioned earlier, the solution that introduces for the 
IoT environment has to take into consideration the limited 
computation power of the participating devices and the 
required distributed scheme of the proposed approach. As a 
result, the approaches that require a centralized known entity 
and heavy computation power including relaying the traffic 
through or keep a connection alive by continuous pinging 
are hard to adopt in the IoT network due to the discussed 
limitations of the IoT devices.

Figure 2 shows the structure of the distributed address 
table. On the left side there is a set of nodes N  that are 
physically located in different parts in the IoT network. A 
node n ∈ N  can be an IoT resource or a client in the IoT 
network that reside behind a NAT or firewall. Due to the 
mechanism of the NAT, two nodes in N  behind different 
NATs can not create a direct communication without a 
prior binded port in the corresponding NAT. Otherwise, 
the incoming direct traffic will be dropped. Each subset of 
nodes in N  are connected to an IoT edge/fog node (e.g. 
an IoT gateway) w ∈ W that is located on the right side 
of the structure. A gateway’s responsibility may vary from 
handling a few nodes (e.g. smart home) to hundreds of 
nodes (e.g. public fog node or environmental monitoring). 
The sets N  and W are disjoint sets. At any given time the 

1  https://​ether​eum.​org/​en/​devel​opers/​docs/​smart-​contr​acts/
2  https://​ether​eum.​org/​en/​devel​opers/​docs/​gas
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relationship between the members of N  is many-to-one 
with members of W . i.e. one or more n ∈ N  is connected 
to the IoT network through a w ∈ W . The proposed model 
uses a structured P2P between gateways to create the DAT 
overlay that provides a structured method of distribution 
and lookup of addresses in the network. In the following 
sections, the participants of the model, their relationship 
and responsibilities are explained in detail.

4.1 � Model Components and Assumptions

Parameters  The first segment of participants of the model 
are represented as a finite set of nodes N = {1,2,. . . ,j} in the 
IoT network. Every node is assigned to a gateway w ∈ W . 
Let H(.) be a hash function, Enck(m) be an encryption of the 
message m using symmetric key k and Signw(p) be a digital 
signature for packet p generated by w ∈ W gateway.

Participants  There are four different roles and so type of par-
ticipants in the model where one wants to share its address: 
issuer, receiver (friend), gateway and regular nodes. The 
roles of these types of participants are according to the fol-
lowing explanation. It is possible that the communication 
address of each node changes, for e.g. as a result of joining 
a different physical network. The node that its address has 
been changed recently is known as issuer node, represented 
by i ∈ N  further on. It will start informing its friend nodes 
( Fi ⊂ N ⧵ {i} ) directly of its new address. A node f ∈ Fi 
might not be able to receive the address of i, e.g. f is currently 
offline or the incoming traffic from i has been dropped by the 
connected NAT of f. Any friend node that did not acknowl-
edge the data transmitted by the issuer node will be added to 
the uninformed node set. The issuer node generates a quad-
ruple for each of the uninformed nodes that includes informa-
tion on the issuer, the receiver and some encrypted data. The 

Fig. 2   Distributed Address 
Table Structure

Fig. 3   DAT Model Workflow
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generated quadruple will be signed by its directly connected 
gateway and added to the DAT. Later, a friend node will be 
informed by getting the corresponding quadruple through its 
connected gateway. After receiving the quadruple and access 
the issuer node, the quadruple can be removed from DAT. 
Figure 3 illustrates the workflow of DAT model.

The nodes that are not issuer, receiver or engaged gate-
way nodes, are known as regular nodes. Furthermore, the 
participants have private identifiers, which are supposed to 
be permanent values and are known only by the friends and 
the participant itself. We can assume the participants differ 
in the computational power from each other as well.
Communication model  As we noted above, a structured 
P2P network is supposed to exist between gateways, i.e. the 
peers in the DAT overlay are members of W . This network 
is described by a graph GW = (W,E). Behind each peer w 
there are one or more connected devices (belong to N  ). 
Additionally, a connection is supposed between a participant 
and its friends, i.e. every participant i has a set of its friends 
Fi to communicate with in a secure and trusted way. Note 
that the members of a friend set Fi of a node i are connected 
to each other through members of W but they are not part 
of the DAT overlay itself.

Security model  Before defining the security properties, we 
need to define some natural properties which are neces-
sary for the model to function. Regarding nodes we need 
to assume that from the viewpoint of any node i ∈ N  , the 
set of friends Fi are honest nodes. The rest of the nodes 
Ri = {r ∈ N ⧵ Fi} can be assumed to be malicious. In the 
case of gateways, we have to assume that there is no cut 
in GW containing malicious gateways only (otherwise, the 
malicious gateways together could make the communication 
impossible between nodes). More precisely, we assume that 
for a given node i for every friend f ∈ Fi there exist a path 
(w1, e1,w2,… ,wk) such that the issuer i is connected to w1 , 
the receiver f is connected to wk and all of w1,… ,wk are 
semi-honest. The semi-honest entities are assumed to fol-
low the protocol properly, but they are allowed to store the 
received data locally in an attempt to get more information 
from the stored data. The remaining gateways are supposed 
to be malicious.

Beside these properties, the nature of the communica-
tion model also regulates the applicable security. In this 
model only the gateways are able to use public key cryp-
tography, while the nodes and because of their limited 
computation power can encrypt and decrypt messages 
using symmetric keys only. In case of gateways, we sup-
pose that every w ∈ W  can generate a digital signature 
Signw(p) of any transmitted packet p. The proposed con-
struction is supposed to achieve computational security, 
i.e. we assume probabilistic polynomial-time (PPT) adver-
saries with negligible success probabilities. A function has 

a negligible success probability if it occurs with a prob-
ability smaller than any polynomial fraction [2]. The goal 
of the security model is to allow friends to securely and 
anonymously distribute their addresses to be able to com-
municate with each other, which in our model comes from 
the following security properties:

–	 Weak anonymity: A PPT adversary can learn any con-
nection between a given quadruple and the friend identi-
fier of the sender or the receiver with negligible prob-
ability only.

–	 Address privacy: PPT gateways and non-friend nodes 
can learn the distributed address from a given quadruple 
with negligible probability only.

–	 Soundness: A PPT adversary is able to generate a valid 
quadruple on behalf of an honest user with negligible 
probability only.

4.2 � Setup phase

Each edge/fog node w ∈ W has a public identifier idw . We 
suppose that these identifiers are chosen uniformly at ran-
dom from a given range, e.g. from bit strings of length 512. 
The identifier of w ∈ W indicates its virtual location in the 
DAT. Depending on its virtual location, it will be responsi-
ble to store part of the generated quadruples by members of 
N  . Each node i ∈ N  has a private identifier IDi . This identi-
fier is known only by the members of the friend set f ∈ Fi 
of node i. In addition, for every node i and for each f ∈ Fi 
a common secret key ( kif  ) is generated and shared between 
them on a secure channel. The key kif  is used to encrypt the 
transmitted data between these two nodes. These keys are 
stored at each node locally at the setup phase and its future 
distribution scheme is out of the scope of this paper. Every 
gateway w ∈ W can generate a digital signature Signw(p) of 
any transmitted packet p. After an update in the communi-
cation address (e.g. a new address has been assigned to the 
node), the node i starts to inform members of Fi directly of 
the newly updated communication data. If a currently online 
node f ∈ Fi is accessible, it directly receives the packet. 
Otherwise, if the node f is offline or is behind a NAT that 
drop the incoming packets, the node f will not receive the 
packet. In this case and for each unacknowledged node f, 
a specific quadruple will be issued in order to guarantee 
that the current communication address will be received by 
object f.

4.3 � DAT Quadruples

The DAT overlay consists of peers that are responsible to 
store a number of quadruples. These quadruples and their 
structures are explained in this section. For each uninformed 
friend node f ∈ Fi , the node i creates a DAT quadruple 
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consisting of four sections in this order: the common identi-
fier ( IDif  ), timestamp, identification number (IN) and the 
encrypted data as shown in Fig. 4. The generation of DAT 
quadruple is explained in Algorithm 1.

The DAT quadruple will be constructed as following:

–	 header: Contains the common identifier of nodes i and 
f, IDif  . It will be used by f to indicate that this specific 
quadruple belongs to it. This section is computed by first 
xoring the IDs of i and f, then hashing the result.

–	 timestamp: In order to prevent impersonate of issuer 
node, a timestamp (TS) will be added. Adding the TS 
prevents specific types of attacks such as replay attack.

–	 Identification Number: The Identification Number (IN) 
will be used to proof the ownership of this specific quad-
ruple at future communications. A (long enough) random 
string r is generated by the issuer of the packet during 
quadruple generation using the Random Number Genera-
tor (RNG). This string is resided as part of the data section 
that will be encrypted. The hashed value of the chosen 
random string r is called the Identification Number. It is 
used later on as part of the DRP (see Sect. 4.4) to proof the 
ownership of the packet by revealing the pre-image of IN 
(i.e. r) and therefore remove this quadruple from the DAT 
overlay in case of receiving it by the receiver node f.

–	 Encrypted data: The last part includes the encrypted 
data of the issuer node i. Along with the communication 
address, the chosen random string r is concatenated. The 
common secret key kif  is used to encrypt this section.

Each edge/fog node w ∈ W in DAT overlay is responsible 
to store a number of generated quadruples. Let Id be a set of 
all possible sequences of d-bit binary digit (i.e. identifiers) 
and each w ∈ W has an identifier idw ∈ Id and a quadruple 
q has a headerq ∈ Id . Let define the following set of peers

Where distance function (dst) is the distance between any 
two given identifiers. The model does not depend on a spe-
cific function to compute the closeness, and any particular 

distance function can be used. The set M(q) links a quad-
ruple q in DAT depending on its header headerq to a peer 
w ∈ W in DAT that its identifier idw ∈ Id is close or equal 
to headerq . The cardinality of M(q) depends on the replica-
tion factor (rp). The replication factor indicates the number 
of close peers to w that are also responsible for storing a 
replica of the quadruple in DAT. The replication factor is 
chosen such that all the members in any given subset of W 
with cardinality rp are unlikely to fail (i.e. being inacces-
sible or offline).

(1)
M(q) ={w ∶ headerq ≈ idw,∄w

� ∣ dst(idw� , headerq)

< dst(idw, headerq)}

Fig. 4   DAT Quadruple Structure
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Fig. 5   Adding a DAT quadruple to the DAT overlay
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4.4 � The Control Packets

There are three types of control packets the participating 
nodes transmit in the network. Address Propagator Packet 
(AP2) to add a quadruple in the DAT, Address Request 
Packet (ARP) to get a quadruple from the DAT, and Drop-
ping Request Packet (DRP) to remove a quadruple from the 
DAT overlay.
Address Propagator Packet (AP2)  After generating the DAT 
quadruple by node i, it will be sent to the directly connected 
gateway w. The DAT quadruple will be signed by w to form 
the Address Propagator Packet (AP2) and sent to be stored 
in the DAT overlay (Fig. 5).

To keep the sender address private, a mask value � is 
used. The � parameter sets at the system setup and deter-
mines the number of bits that will be filtered from the 
header part of AP2. As instance, if � parameter is set to 
four, it means that last four bits out of the d-bit long header 
will be filtered and the packet will be stored in the peers 
that have same first d − 4 bits prefix in their identifiers (i.e. 
24 peers).

The node i applies the � parameter on the hashed value 
of the common identifier IDif = IDi ⊕ IDf  to filter the 
precise header address. Then, it adds the time stamp and 
the identification number, encrypts the communication 
address that resides in the data part using the common 
pre-shared key kif  and sends the quadruple to the con-
nected gateway. After signing the packet, gateway w sends 
the AP2 to edge/fog nodes in the DAT overlay that reside 
within the resulted subset of addresses. The procedure of 
calculating the recipient filtered address is illustrated in 
Algorithm 2.

Address Request Packet (ARP)  Directly after becoming 
online in the network, a node f requests to receive any stored 
quadruple in the DAT with the specific header h as shown 
in Eq. 2. The node f can get the updated communication 
address of node i by requesting to get the corresponding 
DAT quadruple from the overlay (Fig. 6). This procedure 
guarantees a node knows about current communication 

addresses of the members of F  securely without any cen-
tralized entity. In addition to weak anonymity (theorem 1), 
if the precise header is filtered (i.e. 𝛼 > 0 ), the privacy of 
nodes will be guaranteed.

Dropping Request Packet (DRP)  After receiving an AP2 
by a corresponding peer resides in the DAT overlay, it will 
store the quadruple locally for a specific period of time 
depending on the caching expiry parameters. If the receiver 
(i.e. the friend node) receives the quadruple and gets the 
updated communication address of the sender, there is no 
need for that specific quadruple to remain in the DAT over-
lay. A quadruple can be removed from the overlay prior 
to its expire time if a DRP is issued. Each friend f ∈ Fi 
after receiving its quadruple which includes the updated 
communication data of node i and verifying its content 
will issue a DRP packet in order to remove that quadruple 
from the DAT overlay. The DRP includes two parts: IDif  
and the pre-image of IN parameter (i.e. r). After receiving 
a DRP by the IoT gateway in DAT overlay and verifying 
its validity, the particular quadruple will be removed from 
the local storage. The verification is done by checking the 
hashed value of the pre-image of IN parameter, which has 
to be equal to the IN.

5 � Evaluation

5.1 � Security Analysis

Theorem 1  If H(.) is a one-way hash function then the sys-
tem satisfies weak anonymity.

Proof  Suppose that the quadruple

(2)h =

{
H(IDi ⊕ IDf ) 𝛼 = 0

MSB(d − 𝛼,H(IDi ⊕ IDf )) ⊔ {0}𝛼 𝛼 > 0

Q = (Q1|Q2|Q3|Q4) = (H(IDi ⊕ IDf )|TS|H(r)|Enckif (data|r))
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is sent by node i to its friend f ∈ Fi . Note that, only Q1 
includes on some information related to both the sender and 
the receiver (i.e. IDi and IDf  ), hence we can deal with this 
part of the packet only. First suppose that a node m ∈ N ⧵ Fi 
wants to learn some information. Additionally, we can sup-
pose that m ∈ Ff  , i.e. m knows IDf . If m could find a pre-
image of H(IDi ⊕ IDf ) , then she can compute IDi. How-
ever, since H() is a one-way function, m can find any x with 
H(x) = Q1 with negligible probability only. The gateways 
and the remaining nodes outside Ff  are in a much hopeless 
situation, since even if they are assumed to find a preimage 
of the hash, after that they have to remove IDf  which is cho-
sen randomly arising unconditional weak anonymity in this 
case. This completes the proof.

Theorem 2  If Enc is a computationally secure encryption 
then the system satisfies address privacy.

Proof  Suppose that the quadruple

is sent by node i to its friend f ∈ Fi and a malicious node/
gateway m ∈ W ∪ (N ⧵ Fi) wants to learn the updated com-
munication address (i.e. data). Note that, only Q4 depends on 
the updated communication address, hence we can deal with 
this part of the quadruple only. The data is part of the plain-
text that has been encrypted with a computationally secure 
encryption. Therefore, data and without the knowledge of 

Q = (Q1|Q2|Q3|Q4) = (H(IDi ⊕ IDf )|TS|H(r)|Enckif (data|r))

Fig. 6   Getting a DAT quadruple from the DAT overlay
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the symmetric key kif  can be computed with negligible prob-
ability only. This completes the proof. 	�  ◻

Theorem 3  If H(.) is a collision-resistant one-way hash 
function and Enc is a computationally secure encryption, 
then the system satisfies soundness.

Proof  Suppose that the quadruple

is sent by node i to its friend f ∈ Fi and the adversary con-
trolling a malicious node/gateway m ∈ W ∪ (N ⧵ Fi) wants 
to update the original communication address. Suppose that 
a malicious gateway can collect the set of quadruples Q with 
the same header ( Q1 ) and share it with m. To update the 
original communication address, the malicious node m has 
to replace the part containing information related to data, 
i.e. Q4 and maybe the identification number Q3 , because Q4 
includes r as well. First, suppose that m wants to forge Q4 
only (i.e. the data). Since Enc is a computationally secure 
encryption, then data and r can be computed from a Q4 part 
with negligible probability only. In addition, it is possible to 
compute new invalid communication address data′ concat-
enated with r in the original Q4 (i.e. Q�

4
= Enckif (data

�|r) ) 
with negligible probability only. Since H() is a one-way 
function, it is hard to find r from Q3 . Now suppose that m is 
able to compute invalid quadruple parts Q′′

3
,Q′′

4
 with 

Q��
3
= H(r��),Q��

4
= Enckif (data

��|r��). Since r′′ can be com-
puted with negligible probability from the cipher-text part, 
m has to find any string x′′ with the same image H(r��) which 
can be done with negligible probability as a consequence of 
collision resistance. This completes the proof. 	�  ◻

Corollary 1  If H(.) is a collision-resistant one-way hash 
function and Enc is a computationally secure encryption, 
then the system satisfies every security properties together.

5.2 � Experimental Evaluation

In order to study the performance of DAT and validate its fea-
sibility and reliability, several issues such as required prepara-
tion time for address distribution in constrained IoT devices and 
the affect of churn on DAT have been investigated. The network 

Q = (Q1|Q2|Q3|Q4) = (H(IDi ⊕ IDf )|TS|H(r)|Enckif (data|r))

latency has been taken into consideration for measuring the per-
formance of DAT. Table 1 shows the assumed random param-
eters of real-time latency3 for each of the different network links 
in the system.

We should call the reader’s attention to the fact that the IoT 
gateways are the peers in DAT and not the IoT devices. The 
members of N  are not part of DAT itself and are connected 
through the peers in DAT (i.e. members of W ). Therefore, the 
lookup time represents the required time to get the address 
data from DAT through a peer in the overlay. The Kademlia 
implementation 4 of PeerSim simulator [25] has been used for 
the performance experiments. The implementation has been 
slightly modified to fit our proposed model. In the implemen-
tation and as with uTorrent5, the popular implementation of 
Kademlia, system wide replication is set to 8 and the lookup 
parallelism is set to 4. The results of researches [15, 26] that 
focus on studying these two factors and other parameters in 
Kademlia [24] implementation to improve the lookup latency 
in DHT based implementations can be applied on DAT.

The frequent joining and leaving of nodes in p2p network, 
known as churn [12], might increase the lookup delay by 
requiring to connect to different nodes due to leaving of previ-
ously available nodes. To evaluate the efficiency of the DAT 
for handling issues of robustness, availability, and replication, 
we performed a set of experiments where in a network of 
10,000 IoT gateways we introduced churn in the network. Over 
100 to 2000 milliseconds intervals and for a period of 120 
seconds, we randomly either killed an existing IoT gateway 
or started a new one. During the evaluation, address lookup 
request of 100 requests per second have been issued. As shown 

Table 1   Network parameters

type parameter

local connection latency 2 ms
intra-regional latency 10 - 30 ms
long distance latency 80 - 120 ms

Fig. 7   Churn affect on DAT

3  https://​wonde​rnetw​ork.​com/​pings
4  http://​peers​im.​sourc​eforge.​net/
5  https://​www.​utorr​ent.​com/
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in the presented result in Fig. 7, there is 11 ms delay compar-
ing to the network without churn in the address lookup time 
in DAT when the churn rate is 0.1 second (i.e. every 100 mil-
lisecond either an IoT gateway leaves or joins DAT) and less 
than one millisecond delay when the churn rate is higher than 
1.6 second between each occurrence.

As part of the evaluation, the proposed model of address 
distribution using DAT has been compared with the models 
proposed in [19] and [21] in terms of latency, operational cost 
and privacy. Unlike DAT that creates a structured overlay for 
address distribution and end-to-end communication, the model 
proposed by Kavalionak et al. [19] uses the cloud computing 
technology in addition to a number of public proxies and the 
model proposed by Kfoury et al. [21] uses blockchain technol-
ogy for address distribution and end-to-end communication.

We created a simulated network with 5,000 to 10,000 gate-
ways. In our environment, there are 1000 IoT nodes that per-
form 1000 requests (i.e. a request per second) and have been 
distributed uniformly at random among the IoT gateways. 
Nodes in [19] have to choose proxy nodes in their proxy list to 
perform the NAT traversal approach through them. The proxy 
nodes can be chosen from the public nodes or the cloud proxy. 
Since the choice of public proxy nodes in this model requires 
a continuous pulse messages (i.e. keep-alive messages) which 
is not sufficient for the constrained IoT devices, here we con-
sider the list of proxy nodes includes only the cloud proxy.

As it appears from Fig. 8 the lookup process of accessing 
an address of a NATed device in cloud based or blockchain 
based schemes are higher than the proposed model. But 
comparing to the cloud based and blockchain based models, 
the latency of our model can be increased logarithmically 
depending on the number of participating nodes in DAT. 
This issue has been discussed in more detail in Sect. 5.3.

In addition to latency, both rented cloud server and pub-
lishing in the blockchain require payment to the rented cloud 

provider or to the miners to execute the transactions within 
the blockchain. The prices of the cloud instances vary based 
on the providers, compute resources, instances, usage time, 
and so on6. The prices of publishing in the Ethereum block-
chain used by [21] (e.g. about 0.0165 ETH for creating a 
mapping and 0.0053 ETH for registering a device) is based 
on Ethereum Gas price 7. Therefore, the required operational 
cost are higher comparing to the DAT model that requires 
zero operational cost (i.e. payment for the nodes).

In term of privacy, the address of nodes in [19] are known 
by the rendezvous servers and the cloud. While using block-
chain technology in [21] removes the trusted third party and 
provides a mechanism to share the trust, but the addresses of 
nodes in this model are publicly available in the blockchain. 
The availability of addresses in public blockchain might cause 
serious security problems such as DoS of the nodes using their 
addresses. In contrast, the addresses in DAT are encrypted and 
can be accessed only by authorized nodes in the network (see 
Theorem 2 in Sect. 5.1 for the proof).

The IoT resources mostly have limited computation 
power. Therefore, the required computation of any proposed 
model has to be minimal and executable by those nodes. 
This issue is taken into consideration while developing DAT. 
Each IoT node generates the header and encrypts the address 
data. Therefore, it has to perform some cryptographic oper-
ations (i.e. symmetric encryption and hashing) during the 
process of quadruple generation in DAT. The quadruple gen-
eration process has been tested on an MCU with single-core 
32-bit 80 MHz microcontroller. The SHA256 [9] is used as 
hashing algorithm for tag generation and AES-128-CBC is 
used as encryption algorithm. For analysis and implemen-
tation of SHA256 and AES algorithms on the MCU, the 
Crypto library8 for the ESP8266 IoT devices has been used. 

Fig. 8   Address lookup of the NATed devices

Table 2   Required operation time in a DAT quadruple by a microcon-
troller

Operation Required time

XOR operation 8 ms
RNG 5 ms
SHA256 (Common ID and RN) 2 * 227 ms
AES-128-CBC encryption 288 ms
Add a quadruple in DAT 805 ms
XOR operation 8 ms
SHA256 (Common ID) 227 ms
AES-128-CBC decryption 348 ms
Get a quadruple from DAT 583 ms

6  https://​www.​simfo​rm.​com/​compu​te-​prici​ng-​compa​rison-​aws-​azure-​
googl​ecloud/
7  https://​ether​eum.​org/​en/​devel​opers/​docs/​gas/
8  https://​github.​com/​intrb​iz/​ardui​no-​crypto
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During the test, each of the cryptographic operations has 
been repeated 20 times, and their mean value is registered. 
The average time required by the microcontroller to perform 
the encryption, decryption and hashing to add or get a quad-
ruple from DAT is shown in Table 2.

5.3 � Computation Cost Analysis

Suppose that a node i ∈ N  has a set of friend nodes Fi . Let 
Nf  represents the number of nodes in Fi . Suppose that the 
ratio of nodes in Fi that has to be informed is � . Therefore, 
there are �.Nf  AP2s that have to be issued. Let’s suppose 
that the cardinality of peers in the DAT overlay W is Nw . 
Suppose that � is the ratio of uninformed nodes in Fi that 
will issue a DRP after receiving their corresponding quad-
ruple from the DAT overlay. During the analysis, we focused 
on the number of AP2s that have to be issued and put the 
quadruples in the DAT overlay and the number of requests 
that have be sent on the other hand in order to get the stored 
quadruple from the DAT overlay. We discuss the cost of the 
protocol in two phases:

–	 Generating and storing a quadruple ( Cs)
–	 Requesting and getting the quadruples ( Cg)
–	 Removing the quadruples from the DAT overlay ( Cr)

The storing of a quadruple is done by issuing an AP2 
by the corresponding peer w ∈ W  and is equal to 
Cs = O(log(N

�Nf

w )) . The requesting and getting the stored 
quadruples will be issued �Nf  times by the uninformed 
members of Fi and the cost is equal to Cg = O(log(N

�Nf

w )) . 
The cost of removing the quadruples from the DAT over-
lay taking into consideration the ratio of � is equal to 
Cr = O(log(N

��Nf

w )) . The drawback of DAT, as it is clear 
from Cs , Cg , Cr and is slightly notable from Fig. 8 as well, is 
that when in the proposed model the number of fog nodes 
(i.e. gateways) increases the delay of the processes in DAT 
model increases logarithmically. The reason is the use of the 
DHT technology for store and lookup in which the lookup 
time among c peers is log(c).

6 � Conclusions

In this paper the Distributed Address Table (DAT), a decen-
tralized, secure and lightweight address distribution model 
has been proposed. The DAT is based on the Distributed 
Hash Table (DHT) and can be integrated in the approaches 
that require distribution of addresses such as NAT traversal 
approaches. It satisfies the weak anonymity, address privacy 
and soundness properties that have been considered neces-
sary for such design. During the design of the DAT model, 

the constrained nature of the IoT devices has been taken 
into consideration. Therefore, all the required cryptographic 
techniques have been chosen carefully and tested to be exe-
cutable in the IoT devices with constrained resources. At 
the same time, this limitation should not reduce the required 
security by the model. The proposed model uses peer-to-peer 
scheme as its underlying communication to ensure that all 
participating devices are accessible at any given time. This is 
achieved through simple, yet secure and efficient decentral-
ized model. The DAT model has been tested and analysed 
in terms of required computation time, overall delay, churn 
resilience, time complexity and security. It also has been 
compared with two relevant models of address distribution, 
namely the cloud based and blockchain based models. The 
results showed that the proposed DAT model is efficient in 
terms of latency, cost and privacy. In addition, the security 
properties of the proposed model have been proved.

Some open problems remain related to the proposed 
model. On one hand, the delay in DAT increases logarithmi-
cally as the number of nodes increases. This problem has to 
be addressed in future works. On the other hand, to distribute 
the addresses in DAT, a separate lookup in the overlay for 
each of the friend nodes is issued which will add a signifi-
cant overhead to the system, there might be a future study 
to improve the efficiency of the address distribution process 
regardless of the number of friend nodes.
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