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Abstract. Path planning is one of the most significant and challenging parts in the 

development of unmanned aerial vehicles. Over years many path-planning techniques 

are proposed and are being successfully used in various fields. Intelligent algorithms 

can be used for building autonomous drones. Though a number of algorithms haven 

been proposed in past few years but there is lack of research papers which compares 

different path planning algorithm and to find the optimal one by considering 

important parameters required for path planning of flying robot. Here we have used 

five varieties of algorithms ie ABC, ACO, PSO Quantum PSO, and hybrid algorithm 

which is a combination of ABC and PSO for path planning of our developed fixed-

wing type flying robot for operating inside a closed room environment. We have used 

the quantum-inspired computing method as its search performance is better as 

compared to classical techniques.  Then we tried to compare and find the best 

algorithm for our flying robot out of the above five algorithms using multi-criteria 

decision making (MCDM) and TOPSIS where the following parameters like 

minimum cost, the shortest path traveled, and the least time taken were considered to 

find the most relevant results for autonomous flying robot path planning. 
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1   Introduction 

Technological advancement has geared up the requirement for 
autonomous systems. The domain of autonomous flying robots is rapidly 
growing and in the last couple of years, the drone industry has seen a 
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manifold increase. Autonomous flying robots have a wide range of 
applications in logistics, agriculture, industries, the medical sector, 
search and rescue missions, the military sector, etc [1]. They can perform 
the task of take-off and land autonomously. One of the essential parts of 
the development of a flying robot is path-finding techniques.  To fly 
autonomously it is important to know the path through which it will 
traverse. Path planning takes into consideration the optimum travel 
distance to reach the target location, obstacle avoidance, minimizing 
energy consumption, and least computational time [2,3]. There are 
various types of path planning algorithms out of which it is challenging 
to choose the best one for our developed fixed-wing type flying robot for 
indoor application. Initially, we selected an artificial intelligence-based 
algorithm for our flying robot but this category also had multiple 
algorithms. So, we planned to use two types of decision-making 
processes ie MCDM and TOPSIS to verify which algorithm would be 
best for our flying robot based on cost and time factors. 

 

2. Literature Review 

Here we have reviewed several algorithms used for performing path 

planning for aerial vehicles, and their pros and cons. Yufeng proposed 

an optimization method followed by ants [4] for path finding of indoor 

unmanned aerial vehicles. Their modified weights used in the algorithm 

helped in achieving the optimal path efficiently. Zhe Zhang [5] has 

used algorithm path finding of aerial vehicles in three-dimensional 

conditions. Anand Nayyar, Nhu Gia Nguyen, et al. [6] proposed 

modified artificial bee colony optimization for route discovery of 

robots. The algorithm showed promising results for exploring the 

unknown path but early convergence was the major issue. Shikai Shao 

et al.[7] had used the swarm intelligence method for route discovery. 

The constant acceleration coefficient and maximum velocity were 

adjusted in such a manner that they can be adaptive to linearly varied 

patterns which enhanced the efficiency of aerial vehicles for path 

planning. Jong Jin Shin [8] and Y. Liu [9] utilized the PSO technique 

for the path-finding of autonomous systems in adverse conditions. 

N.Ozalp[10] used a parallel developmental algorithm. Yangguang Fu 

[11] proposed a quantum-based swarm intelligence-based technique for 

optimal path discovery. Quantum-based algorithms are revolutionizing 

the domain of optimization problems. M. Bagherian [12] proposed an 

evolutionary method as well as provided a comparative study on the 

obstacle avoidance strategy. V. Roberge [13] carried out a comparative 

analysis of popular algorithms ie PSO and GA. Many research papers 



were using genetic algorithms [14,15,16], aco [17,18,19], abc [20,21], 

pso [22,23,24], and hybrid algorithms [25,26,27] for performing path 

planning for intelligent flying robots. Most of the research papers used 

artificial intelligence-based path-planning algorithms instead of other 

analytical methods of path planning [28,29,30,31,32]. In this paper, we 

have used the four most widely used artificial intelligence-based path 

planning techniques ie aco, abc, pso, and hybrid algorithm for 

generating an optimal path for our developed aerial vehicle using 

MATLAB software, and then we have also tried to apply quantum 

inspired PSO model for obstacle avoidance of our flying robot and 

compare it with other artificial intelligence-based algorithms to find the 

most desirable algorithm for path planning of our flying robot. We have 

also gone through various research papers on MCDM techniques. Raja 

Jarray [33,34] used MCDM and TOPSIS model to evaluate the best 

path planning algorithm taking into account multiple objectives like 

path length and elapsed time to predict the best method.  

 
 

3. Path planning Algorithms 

Path planning algorithms are used to discover the most suitable path in 

which the aerial vehicle can traverse to reach the target point while 

optimizing the conservation of energy, cost, and time. 
 

3.1 Artificial Bee Colony 

It is an intelligent bio-inspired optimization method to find optimum 

results for problems with multiple objectives. It mimics the intelligent 

food-searching nature of honey bees.  Karaboga[36] proposed the 

swarm intelligence-based technique in which primarily self-

organization and division of work among the bee colony are its 

characteristics. The major components of the ABC algorithm are bees 

assigned with the task of collecting food and a group of those who are 

not assigned the task of food collection. Bees are assigned with task 

search for food sources and collecting nectar from flowers and sharing 

the information in their bee hive by performing the waggle dance. 

Onlooker bees keep an eye on the waggle dance by employed bees and 

then try to follow them to find the food source whereas scout bees 

randomly explore for food origin without following employed bees.   

i)Initializing the algorithm 

The vectors for food sources are initialized by scout bees which 

randomly search for food sources and are given as  = ( , , ,….. 



). Each solution for food search can be represented as shown in 

equation 1 [36], 

 = + rand(0,1)*( )   (1) 

   Where FS= Number of food origin 

     n= Number of parameters 

      b= 1, 2, ………. N 

      a= 1,2,………, FS 

 

ii)Bees assigned with task stage 

Employed bees search for food having more nectar and then evaluate 

the same using the fitness function, new solution for a food source is 

found by the following equation 

= + ( )                                       (2) 

Where  refers to an innovative resolution for the food origin 

is random number between [-1,1] 

 
Once the new set of solutions is generated and checked and the 

fitness value is calculated for a new solution The function with fitness 

value is given as 

     d =                    (3) 

Where  is an objective function 

iii) In the further stage probability values are taken to enhance the 

solution 

 =                                                     (4) 

iv)  Scout bee stage 

The employed bees whose solution for food source does not improve 

after using fitness function then those solutions are abandoned and the 

bees are converted into scouts and they have to search for food sources 

randomly. 

The following algorithm was implemented for the path planning of 

our developed flying robot using MATLAB software. We had taken 

random coordinate points of a 2d environment of a room where our 

flying robot need to find the optimum path. Figure 1 shows the optimal 

path generated by applying the ABC algorithm. Our simulation results 

obtained had cost function which deals with distance parameter as 5.43 

units and time spent by flying robot for holding out to target location 

using optimal path is 6.95 sec after 150 iterations. 



 
Fig1: Figure shows the optimal path generated by applying abc algorithm 

 

 

3.2 Particle swarm optimization and Quantum Particle swarm 

optimization 

It is a swarm intelligence based technique for generating the best 

solution by iterating continuously for nonlinear problems. It is an 

evolutionary Meta heuristics algorithm that mimics the bird’s behavior 
for food source identification. Initially, the swarm population is taken 

by selecting m random solutions called particles. Fitness functions are 

revised to generate the desired position. The velocity and acceleration 

of the particles are revised by changing the fitness function to get the 

best global solution. The equation below helps to revise velocity and 

position [37], 

 = w + *  * ( - ) + *  * ( - )                                                                 

(5) 

 = +                                          (6) 

m represents iterations,   w represents weight function,  represents 

position learning co-efficient  and  represents global learning co-

efficient,  and  are random integer numbers that vary from 

[0,1] 

= velocity at m+1 iterations 

= position at m iterations 

= optimal position at mth iteration 

 = global best solution at mth iteration 

Initially, the starting point coordinates and threat points in a 2d  

closed room environment were assigned to the algorithm than using 

swarm intelligence it tries to discover the suitable path and keeps on 



updating outputs to get the best global optimal results. Figure 2 below 

shows the desired path obtained from the PSO in MATLAB. Our 

simulation results obtained had cost function which deals with distance 

parameter as 5.45 units and time traversed to arrive at the desired 

location using optimal path is 6.04 sec after 150 iterations. 

 
Fig2: Figure shows the optimal path generated by applying Particle 

swarm optimization 

 

The concept of quantum-inspired PSO is based on the quantum 

mechanics domain. It is based on the wave function strategy of 

quantum theory. It tries to find the best position by exploring the best 

possibilities [38]. It can overcome the problem of assembling at a point 

as compared to the classical method. In quantum PSO movement of 

particles is given by wave function at any place in a defined functional 

region. The motion of particles is given by, 

= + α( - x)*ln(1/ra) 

= - α( - x)*ln(1/ra) 

Where  is the location of ith particle 

α is a contraction expansion factor that helps in the adaptive 
adjustment to reach the optimal solution 

 is the best position, ra is the random number [0,1] 

In our project, we have applied quantum PSO to our fixed-wing type 

flying robot model and the simulation results obtained showed cost 

function value as 3.4 units and time of execution as 4.75sec by carrying 

out 150 iterations. 

 

 



3.3  Hybrid Algorithm 

Hybrid algorithms are a combination of two different algorithms which 

combines the advantages of both algorithms to generate the best 

optimal path with better efficiency and eliminate the limitations of the 

existing algorithms. The search method of PSO is employed in three 

stages of the ABC algorithm by updating the velocity and position and 

when the particles are jabbed by regional minimum value and they can 

flee by utilizing random search[39] The search phenomena are good for 

ABC and convergence towards an optimal solution is good in PSO, so 

the combination of PSO and ABC algorithm can result in a good 

exploration of the optimal path.  

Here we have used PSO and ABC algorithms for routing our 

developed aerial vehicle. Figure 3 below shows the optimal path 

obtained from PSO and ABC algorithm in a MATLAB environment. 

Our simulation results obtained had cost function which deals with 

distance parameter as 3.9 units and time traversed to arrive at the 

desired location using optimal path is 25 sec after 150 iterations. 

 
Fig3: Figure shows the optimal path generated by applying Particle swarm 

optimization 

3.4 Ant Colony Method 

It is an optimization technique that uses the probability method to 

predict the best path solution. It uses the natural communication 

phenomena used by ants for communication. Ants while searching for 

food leave pheromones on their path traversed, the path on which 

maximum pheromones are deposited is considered the path with the 



least distance to reach the target location. Here the ants move based on 

pheromones concentration, the likelihood of the ant's motion from one 

point to another is given by the below equation [40] 

 =    (7) 

=                                                                       (8) 

=                                  (9) 

Where  = probability of n ants to move from a location to b 

location 

= pheromone concentration on moving path 

= distance function 

 = Euclidean distance from a to b location 

α= pheromone factor 

β= distance function factor 
Here we have used the ACO algorithm for path optimization of our 

developed flying robot. Figure 4 below shows the optimal path 

obtained from the ACO algorithm in the MATLAB environment. Our 

simulation results obtained had cost function which deals with distance 

parameter as 3.8 units and time traversed to arrive at the desired 

location using optimal path is 15 sec after 150 iterations. Figure 5 

shows the convergence of the cost function over 150 iterations carried 

out in the simulation. 

 
Fig4: Figure shows the optimal path generated by applying Ant colony 

optimization 



 
Fig5: Figure shows the convergence of cost function over 150 iterations 
 

4. Comparison of the different algorithms using MCDM and 

TOPSIS 

In this paper, five different algorithms were applied to fixed-wing type 

flying robots for path planning. To discover the relevant method for 

route discovery of our developed aerial vehicle for indoor application. 

we had taken a few random 2d points with random obstacle points to 

generate a simulation of the shortest path with obstacle avoidance in a 

MATLAB environment and applied a mcdm technique and TOPSIS to 

determine the suitable algorithm among the above five based on the 

distance traveled by the path and time taken for execution.  

4.1 MCDM 

The above-mentioned method uses multiple criteria for deciding the 

favorable condition for a particular application.[41] First, the criteria 

are classified into beneficiary and non-beneficiary categories. Those 

criteria lie in the non-beneficiary category we calculate the ratio of the 

minimum value of those criteria to the summation of all the values in 

the non-beneficiary category to form the normalized decision matrix. 

Then weightage for different criteria is set and multiplied with a 

normalized decision matrix to get the final performance score. We have 

applied the MCDM technique for our project, the steps of which are 

shown below. Here we have taken five algorithms ie ACO, ABC, PSO, 

hybrid PSO and ABC, and Quantum PSO, and compared them on basis 

of their cost function and execution time the values of which are shown 

in table 1. 



Step 1: A decision matrix is formed by selecting two criteria for 

path finding 
Table 1: The table shows the decision matrix for conducting MCDM on 

four path planning algorithms considering the criteria of cost and time. 

 

Path Planning 

Algorithm 

                          CRITERIA 

Cost 

Function 

Execution 

Time(sec) 

Artificial Bee 

Colony(ABC) 

5.43 6.95 

Ant Colony 

Optimization(ACO) 

3.8 15 

Particle Swarm 

Optimization(PSO) 

5.45 6.04 

Hybrid 

Algorithm(PSO+ABC) 

3.9 25 

Quantum PSO 3.4 4.75 

Step 2: Normalized Decision matrix to be formed. In this case, 

both cost function and time should be minimized for optimal results 

the following equation to be used[38] 

D=                 (10) 

Where D refers to normalized values 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 



Table 2: The table shows the standardized decision matrix obtained 

 

Path Planning 

Algorithm 

                          CRITERIA 

Cost Function Execution 

Time(sec) 

 

                                                                                                                                          

Artificial Bee Colony(ABC) 

3.4/5.43 = 

0.626 

4.75/6.95 = 

0.683 

Ant Colony 

Optimization(ACO) 

3.4/3.8 = 

0.895 

4.75/15 = 

0.32 

Particle Swarm 

Optimization(PSO) 

3.4/5.45 

=0.624 

4.75/6.04 

=0.786 

Hybrid Algorithm(PSO+ABC) 3.4/3.9 = 

0.87 

4.75/25 = 

0.19 

Quantum PSO 3.4/3.4=1 4.75/4.75 =1 

 

Step3: Finding the standardized decision matrix by multiplying desired 

weightage value 

y = w X D                    (11) 

 w = weight 

y= weighted normalized values 

Here we have taken the weightage value for the cost function (distance 

traversed) and time is taken to be 0.5 each.  
Table 3: The table shows standardized values with weight function added into 

the decision matrix 

Path Planning 

Algorithm 

                          CRITERIA 

Cost Function Execution 

Time(sec) 

Artificial Bee 

Colony(ABC) 

 (0.626X0.5)= 

0.3495 

( 0.683 X 0.5)= 

0.4345 

Ant Colony 

Optimization(ACO) 

(0.895X 0.5) 

=0.448 

( 0.32 X 0.5) = 

0.16 

Particle Swarm 

Optimization(PSO) 

(0.624 X 0.5) = 

0.312 

(0.786X 0.5) 

=0.393 

Hybrid 

Algorithm(PSO+ABC) 

( 0.87 X 0.5) 

=0.435 

( 0.19 X 0.5) 

=0.095 

Quantum PSO (1X0.5)=0.5 (1X0.5)=0.5 



Step 4: Calculate the performance score  

Table 4: The table shows the performance score and rank 

generated by the MCDM technique 

Path Planning 

Algorithm 

                          

CRITERIA 

Performance 

Score 

R

ank 

Cost 

Functi

on 

Execu

tion 

Time(se

c) 

Artificial Bee 

Colony(ABC) 

 

0.313 

0.342 (0.313+0.342)

=0.655 

3 

Ant Colony 

Optimization(ACO

) 

0.448 0.16 (0.448+0.16) = 

0.608 

4 

Particle Swarm 

Optimization(PSO) 

0.312 0.393 (0.312+0.393)

=0.705 

2 

Hybrid 

Algorithm(PSO+A

BC) 

0.435 0.095 (0.435+0.095)

=0.53 

5 

Quantum PSO 0.5 0.5 (0.5+0.5)=1 1 

 

Table 4 shows the performance score and rank generated by applying 

the MCDM technique. From the above calculation, it was found that 

the performance score for Quantum Particle swarm optimization was 

the highest, so we can say that Quantum particle swarm optimization is 

most effective as compared to the other four algorithms for path 

planning of flying robots using distance and time, and criteria for 

evaluation. 

 

4.2 TOPSIS 

It is the method in which multiple criteria are taken into 

consideration and also similarity preferences are considered for the 

selection of the best solution out of a given set of solutions. TOPSIS 

works on the method in which we find the minimum distance from the 

absolute positive solution [42]. We have used the TOPSIS method to 

check the best alternative for our pathfinding for flying robots out of 

the four swarms intelligent methods studied and then used a quantum-

inspired model to find the best alternative for our path planning 

algorithm. Here we have applied ACO, ABC, PSO, hybrid PSO, and 



ABC and Quantum PSO for path planning of flying robots based on 

their cost function and execution time the table has been built as shown 

in table 5.  The steps of TOPSIS applied in our project are shown below  

 

Step 1: A decision matrix is formed by selecting two criteria for 

path finding 
     Table 5: The table shows the decision matrix by selecting two criteria 

for path finding 

Path Planning 

Algorithm 

                          CRITERIA 

Cost 

Function 

Execution 

Time(sec) 

Artificial Bee 

Colony(ABC) 

5.43 6.95 

Ant Colony 

Optimization(ACO) 

3.8 15 

Particle Swarm 

Optimization(PSO) 

5.45 6.04 

Hybrid 

Algorithm(PSO+ABC) 

3.9 25 

Quantum PSO 3.4 4.75 

Step 2: Normalized Decision matrix to be formed. The equation 

for normalization is given below [40] 

=  ……….. (12) 

Where  is the normalized values 

X = each algorithm parameters 

a= 1,2 …  m 

b= 1,2……n 

m=no of substitute 

n=no of criteria 

 

 

 

 

 

 

 



Table 6: The table represents the standardized decision matrix for 

TOPSIS 

Path Planning 

Algorithm 

                          CRITERIA 

Cost Function Execution 

Time(sec) 

Artificial Bee 

Colony(ABC) 

5.43/10.019 = 

0.542 

6.95/30.94 = 0.225 

Ant Colony 

Optimization(ACO

) 

3.8/10.019 = 0.379 15/30.94 = 0.485 

Particle Swarm 

Optimization(PSO) 

5.45/10.019= 

0.544 

6.04/30.94 = 0.195 

Hybrid 

Algorithm(PSO+A

BC) 

3.9/10.019 = 0.389 25/30.94 = 0.808 

Quantum PSO 3.4/10.019 = 0.339 4.75/30.94 = 0.154 

 
= 10.019 = 30.94 

 

Step 3: Evaluate the standardized decision matrix with weights  

y = w X  ………. (13) 
Here we have taken the weightage value for the cost function 

(distance traversed) and time is taken to be 0.5 each.  
Table 7: The table shows weighted normalized values in the decision matrix 

for TOPSIS 

Path Planning 

Algorithm 

                          CRITERIA 

Cost Function Execution 

Time(sec) 

Artificial Bee 

Colony(ABC) 

 (0.542X0.5)= 

0.271 

( 0.225 X 0.5)= 

0.1125 

Ant Colony 

Optimization(ACO) 

(0.379X 0.5) 

=0.19 

( 0.485 X 0.5) = 

0.243 

Particle Swarm 

Optimization(PSO) 

(0.544 X 0.5) = 

0.272 

(0.195X 0.5) 

=0.098 

Hybrid 

Algorithm(PSO+ABC) 

( 0.389X 0.5) 

=0.195 

( 0.808 X 0.5) 

=0.404 

Quantum PSO (0.339X0.5)= 

0.17 

(0.154X0.5) = 

0.077 



Step 4: Find the perfect solutions using the weighted function method. 

For cost function and time the minimum value is the positive perfect 

result and the maximum output is the negative result.  
Table 8: The table shows positive and negative ideal solutions generated 

from the decision matrix 

Path Planning 

Algorithm 

                          CRITERIA 

Cost 

Function 

Execution 

Time(sec) 

Artificial Bee 

Colony(ABC) 

 0.271 0.1125 

Ant Colony 

Optimization(ACO) 

0.19 0.243 

Particle Swarm 

Optimization(PSO) 

0.272 0.098 

Hybrid 

Algorithm(PSO+ABC) 

0.195 0.404 

 0.17 0.077 

Positive Ideal solution  0.17 0.077 

Negative Ideal solution 

 

0.272 0.404 

 

Step 5: Evaluation of euclidean distance of individual parameters  

= 2   ………… (14) 

= 2 ………… (15) 

Where = euclidean distance from a positive perfect results 

= euclidean distance from a negative perfect results 

 

 

 

 

 

 

 

 



       Table 9: Table shows the Euclidean distance of individual parameters 

from the weighted normalized decision matrix  

Path Planning 

Algorithm 

CRITERIA  

 

 

 Cost 

Function 

Executio

n 

Time(sec) 

Artificial Bee 

Colony(ABC) 

 0.271 0.1125 0.1

07 

0.2

92 

Ant Colony 

Optimization(ACO) 

0.19 0.243 0.1

67 

0.1

81 

Particle Swarm 

Optimization(PSO) 

0.272 0.098 0.1

04 

0.3

06 

Hybrid 

Algorithm(PSO+ABC) 

0.195 0.404 0.3

28 

0.0

77 

Quantum PSO 0.17 0.077 0 0.3

43 

Positive Ideal 

solution  

0.17 0.077   

Negative Ideal 

solution  

0.272 0.404         

 

Step 6: Calculate the relative proximity to an ideal solution 

=  

 

 

 

 

 

 

 

 

 

 

 

 

 
 



Table 10: The table shows performance scores and rank using TOPSIS 

Path 

Plannin

g 

Algorith

m 

                          

CRITERIA 

 

 

 

 

 

Performance 

score  

 

R

an

k Cos

t 

Funct

ion 

Exec

ution 

Time(s

ec) 

 ABC  

0.271 

0.11

25 

0.1

07 

0.2

92 

3 

ACO 0.1

9 

0.24

3 

0.1

67 

0.1

81 

4 

PSO 0.2

72 

0.09

8 

0.1

04 

0.3

06 

2 

Hybri

d 

Algorith

m(PSO+

ABC) 

0.1

95 

0.40

4 

0.3

28 

0.0

77 

5 

Quant

um PSO 

0.1

7 

0.07

7 

0 0.3

43  
1 

Positi

ve Ideal 

solution 

 

0.1

7 

0.07

7 

    

Negati

ve Ideal 

solution 

 

0.2

72 

0.40

4 

    

 

Table 10 shows the performance score and rank generated by 

applying the TOPSIS method. After calculating the relative proximity 

which gives the performance score, the algorithm with the maximum 

performance score will be ranked 1. As shown in the table Quantum 



PSO algorithm is ranked 1, so we can say that Quantum particle swarm 

optimization is most effective as compared to the other four algorithms 

for path planning of flying robots using distance and time, and criteria 

for evaluation. 

 

5. Conclusion 

In this paper, we have applied different artificial intelligence-based 

optimization techniques to find an initial path to be traversed by our 

developed fixed-wing aerial vehicle having a payload proportion of 2kg 

in a closed room environment. We have carried out 2d simulations of 

different path planning algorithms like aco, abc, pso, and hybrid PSO 

and ABC algorithms in MATLAB using random 2d coordinates and 

random obstacles in a 2d environment. After performing the analysis 

we applied multi-criteria decision-making and the TOPSIS approach to 

detect the best algorithm out of the four techniques used for path 

finding of the aerial vehicle taking into consideration the distance 

traversed and time for execution. It was found from both methods that 

Particle swarm optimization will be the best path planning algorithm 

based on the cost function and time minimization criteria and then we 

again applied the quantum PSO technique as quantum-inspired models 

have better performance. And the results from quantum PSO were also 

compared with ACO, ABC, PSO, and hybrid PSO and ABC 

algorithms, and it was found applying the MCDM technique that 

quantum PSO is the best path planning technique for flying robots with 

optimized cost function and execution time.  

 

6. FUTURE SCOPE 

As we have initially found the best path to be traveled by our flying 

robot further we will be working on a backpropagation algorithm so 

that our flying robot can return from the target location to the source 

location without human intervention. 
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