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Abstract

Typhoon trajectory related data involves many factors such as atmo-
spheric factors, oceanic factors, and physical factors. It has the char-
acteristics of high dimension, strong spatio-temporal correlation, and
non-linear correlation, which increases the difficulty of typhoon trajec-
tory prediction. Using feature selection approaches to select appropriate
prediction factors becomes an important means to reduce the dimen-
sion of typhoon trajectory related data and improve the performance
and accuracy of typhoon trajectory prediction methods. However, the
existing feature selection methods based on linear correlation analy-
sis can not well depict the nonlinear correlation between data fea-
tures, which results in low accuracy of feature selection. The feature
selection methods based on nonlinear correlation analysis are com-
putationally expensive, which affects the timeliness of feature selec-
tion. To solve the problem, we propose a parallel feature selection
method NX-Spark-DC based on the Spark platform for typhoon tra-
jectory related data. The method firstly filters out the redundant
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features of typhoon related data by Normalized Mutual Informa-
tion (NMI) method, subsequently eliminates the useless features by
XGBoost machine learning model, and thus reducing the dimension of
typhoon related data. On this basis, an improved Spark-based paral-
lel distance correlation algorithm (Spark-DC) is proposed to select the
feature combinations with strong correlation. A series of experimental
results show that NX-Spark-DC method has high execution efficiency
and accuracy, which is significantly better than the existing methods.

Keywords: Feature selection, NMI, XGBoost, Distance correlation, Spark

1 Introduction

A typhoon is a very dangerous and catastrophic tropical weather system,
which brings strong winds, heavy rain, and storm surge that can lead to a
large number of direct and secondary disasters, seriously affecting the safety of
people’s lives and properties in coastal areas and the local economic develop-
ment. Accurate and timely prediction of typhoon trajectory has become one of
the important means for typhoon disaster prevention and auxiliary decision-
making. The prediction of typhoon trajectory involves many factors such
as atmospheric factors, oceanic factors, geographical factors, etc. These fac-
tors have complex spatio-temporal correlations and present high-dimensional
nonlinear characteristics. Therefore, designing an effective feature selection
method to analyze the influencing factors of typhoon trajectory and select-
ing the combinations of the factors that have a great influence on typhoon
moving path becomes the key to making fast and accurate typhoon trajectory
prediction, and has been one of the hot spots in typhoon related research fields.

At present, there are three kinds of feature selection methods, which are
the filter method, the wrapper method and the embedding method. The filter
method [1] mainly uses statistical methods to evaluate the correlation between
the tag and features, and then filters out the features with low correlation,
which is independent of the subsequent models. The wrapper method [2, 3] is
mainly based on the training effect of the subsequent machine learning algo-
rithms for the feature selection, which requires many times of training and has
a large computational cost. The embedding method [4–6] integrates feature
selection and model training into one process and achieves feature selection
while training, but its parameter setting is complicated and the time complex-
ity is high. Typhoon related data is a kind of spatio-temporal series data. For
this kind of data, regression analysis and correlation analysis techniques are
mainly used to study the importance of each factor for the feature selection.
Commonly used regression analysis techniques include stepwise regression,
multivariate regression, and so on. Common used correlation analysis methods
mainly include statistical correlation coefficient [7–10], canonical correlation
analysis[11], mutual information correlation analysis [12], matrix calculation
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[13, 14] and distance correlation (DC) [15], etc. Huang et al. [16] analyzed the
correlation between the environmental field prediction variables and the predic-
tion errors of typhoon paths in the Northwest Pacific and the South China Sea
using the correlation coefficient method. They selected appropriate features to
establish a prediction model using the linear regression analysis method. Chen
et al. [17] obtained the typical features between factor fields and prediction
fields by using canonical correlation analysis approach and established the pre-
diction equation of typhoon moving paths with a stepwise regression method.
Obviously, the feature selection methods based on correlation coefficients and
canonical correlation analysis have certain limitations. As they cannot well
characterize the nonlinear relationships among typhoon trajectory factors, thus
affecting the accuracy of feature selection and the precision of typhoon tra-
jectory prediction models. Although the feature selection methods based on
Mutual Information (MI) and the methods based on distance correlation [18]
can analyze the nonlinear correlations among variables and characterize the
high-dimensional nonlinear relationships, their computational efficiency is not
high, so they cannot fully satisfy the requirement of the feature selection for
large-scale and high-dimensional typhoon trajectory related data.

Aiming at the feature selection problems of the typhoon trajectory related
data, we propose a parallel typhoon trajectory feature selection method based
on Spark (NX-Spark-DC) by combining various methods such as Normalized
Mutual Information (NMI), XGBoost machine learning model [19]and Dis-
tance Correlation analysis. Firstly, the two kinds of feature selection methods,
the filter and the wrapper methods are used to carry out preliminary feature
dimension reduction. On this basis, the feature combinations with strong corre-
lation are selected based on the improved parallel distance correlation analysis
method, so as to realize the final feature selection of typhoon trajectory related
data and improve the prediction accuracy of typhoon moving trajectory. The
main contributions of this paper are as follows:

• For the first time, the two feature selection methods, the NMI based filter
method and the XGBoost based wrapper method are combined to achieve
the preliminary feature dimension reduction of typhoon trajectory related
data, which greatly reduced the calculation cost of subsequent feature
selection.

• A parallel distance correlation calculation method based on Spark (Spark-
DC) is proposed. This method can well characterize the high-dimensional
nonlinear relationship between variables, and has high computational effi-
ciency. Based on this method, high-precision feature selection of typhoon
trajectory related data is realized, and the accuracy of typhoon trajectory
prediction is improved.

• A series of experiments are carried out on the real data sets, and the results
show that the parallel feature selection method proposed in this paper has
high execution efficiency and analysis accuracy, which is significantly better
than the existing feature selection method based on correlation analysis.
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The rest of the paper is arranged as follows. Section 2 introduces the related
work. Section 3 presents the proposed parallel feature selection method. In
Section 4, we give the performance evaluation of the proposed method. A
conclusion and our opinion in future research direction are given in section 5.

2 Related Work

The analysis and prediction of typhoon trajectory involve many environmental
factors such as atmosphere factors, ocean factors, geography factors, chemistry
factors, etc. Each factor has strong spatial and temporal characteristics. In
the early stage, researches mainly used thermodynamic and dynamical knowl-
edge [20], complex topographic and coastline features, conventional weather
maps and satellite cloud maps to analyze the factors affecting typhoon move-
ment track, and make feature selection. This feature selection method mainly
depends on artificial experience and needs a lot of prior knowledge. Later, with
the rapid development of big data and data-driven forecasting methods, the
feature selection methods based on correlation analysis and regression analy-
sis have received much attention and have been applied to the analysis and
prediction of typhoon movement trajectory. Huang et al. [16] analyzed the
correlation between the environmental field variables and the forecast errors
of typhoons in the Northwest Pacific and the South China Sea by using the
correlation coefficient method, established a forecast model by selecting appro-
priate features using linear regression analysis method, which achieved good
results in 24-hour typhoon trajectory forecast. Chen et al. [17] obtained the
typical features composed of various factor fields by using canonical correlation
analysis method. Combining with the synoptic experience features, they estab-
lished the equation of typhoon moving path by using the step-wise regression
method, which improved the prediction ability. The above traditional corre-
lation analysis methods are mainly used to analyze the linear correlation but
are not suitable for analyzing the nonlinear correlation among data features.
Therefore, researchers have proposed a series of nonlinear correlation analysis
methods, mainly including mutual information methods, matrix-based cor-
relation analysis methods, and distance-based correlation analysis methods.
The mutual information method defines the maximum information coefficient
(MIC) to measure the nonlinear correlation between two variables. La et al. [21]
define standardized mutual information (NMI) to better describe the nonlin-
ear relationship between variables and proposed a feature selection algorithm
based on NMI. Székely et al. [15] used the distance of the eigenfunction to
depict the nonlinear relationship between two random variables and proposed
the concepts of distance covariance and distance correlation, which have been
widely used in the field of correlation analysis and feature selection. Wang et
al. [22] proposed a new analysis and prediction method for PM2.5 concentra-
tion based on the distance correlation and SVR. This method uses a distance
correlation to screen important factors and realizes accurate prediction by the
SVR model. Wen et al [23] proposed a weighted distance correlation method
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wdCor for assessing the correlation between genetic markers and image data,
which solved the problem of correlation analysis and feature selection for high-
dimensional data. Zhang et al. [24] proposed a clustering method based on
the distance correlation to portray the nonlinear relationship between clus-
ters, which has good measurability and spatial contraction. However, the time
complexity of the distance correlation method is high, and the computational
efficiency is low in the case of large samples. Based on the biased estimation
of Hilbert Schmidt’s Independent Criterion (HSIC0), Zhang et al. [25] realized
the correlation measurement between clusters and verified the effectiveness
of HSIC0 for solving nonlinear correlation problems, but it also has a high
computational cost.

3 Methodology

Based on the Spark platform, we propose a parallel feature selection method
NX-Spark-DC based on NMI, XGBoost, and DC. The method integrates
the filter and the wrapper techniques to solve the feature selection problem
of typhoon trajectory related data, expecting to obtain the combinations of
features with high correlation, thus improving the accuracy and efficiency
of typhoon trajectory prediction approaches. The overall framework of the
NX-Spark-DC approach is shown in Figure 1. It mainly consists of data nor-
malization, feature dimension reduction based on NMI and XGBoost, and
parallel distance correlation analysis and feature selection based on Spark.

Fig. 1 The overall framework of the feature selection method NX-Spark-DC

At first, the typhoon trajectory related data consisting of many factors
are normalized by using decimal scaling normalization. Then the factors hav-
ing low correlation with typhoon trajectory are filtered out by using NMI
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method, the factors that play an inverse role in the typhoon trajectory predic-
tion are eliminated by XGBoost model using the strategy of forward exclusion
and recursive deletion, thus realizing the feature dimension reduction. On this
basis, an improved parallel distance correlation method is used to analyze the
correlation of the remaining factors, and the combinations of factors with the
highest correlation are selected as the final features of the prediction model,
and each component is described in detail below.

3.1 Data Normalization

To eliminate the influence of different dimensional data features on analysis
and prediction, we use the decimal scaling normalization method to preprocess
typhoon related data. Suppose that F = {(f1j , f2j , . . . , fmj) | j = 1, 2, . . . , n}
is a typhoon dataset containing m features, n is the number of samples and fij
denotes the value of the j-th feature of the i-th sample. When normalizing the
feature fi(i = 1, 2, . . . ,m), it is necessary to determine the number of decimal
point shifts ki of the sample data. The calculation method of ki is shown in

equation (1). After that, the sample value fij can be normalized into f
′

ij by
equation (2).

ki =

⌈
log10( max

1≤j≤n
| fij |)

⌉
(1)

f
′

ij =
fij
10ki

(2)

3.2 Feature Dimension Reduction Based on NMI and

XGBoost

Typhoon related data are usually high-dimensional data, which can affect the
performance and accuracy of analysis and prediction algorithms. So it is nec-
essary to reduce the dimensionality of the data. Considering the linear and
nonlinear relationships between data features, a feature dimension reduction
method based on NMI and XGBoost is proposed. The process of the feature
dimension reduction based on NMI and XGBoost is shown in Figure 2.

From Figure 2, it can be seen that our method includes two stages,
NMI-based redundant feature filtering and XGBoost-based invalid feature
elimination. The method combines the advantages of filtering and wrapping
feature selection algorithms. The core idea of the method is to eliminate fea-
tures that have less relationship with typhoon trajectory and play an inverse
role in typhoon trajectory prediction, so as to reduce feature redundancy and
improve the efficiency and accuracy of the feature selection method.

3.2.1 NMI-based Redundant Feature Filtering

Different from the traditional correlation coefficient, NMI can effectively
describe the linear and nonlinear relationship between two variables. Therefore,
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Fig. 2 The process of the feature dimension reduction based on NMI and XGBoost

it can better describe the correlation between features in typhoon trajec-
tory dataset, which is why we choose NMI to filter redundant features. Let
L = {(xj , yj) | j = 1, 2, ..., n} be the typhoon sample dataset, where n is the
number of samples, xj and yj represent the longitude and latitude of the j-th
sample respectively.

For each feature fi (i = 1, 2, . . . ,m ), the NMI value NMIix (between fi
and typhoon trajectory longitude x) and NMIiy (between fi and typhoon
trajectory latitude y) are calculated at first. Then, the overall NMI val-
ues NMIi (between fi and the typhoon position) is obtained to represent
the degree of correlation between the feature fi and the typhoon position.
Information entropy H is an effective measurement tool to describe the infor-
mation contained in variables. For a data sequence X = (x1, x2, ..., xi, ..., xn)
containing n variables, it is assumed that its probability distribution is
P (X = xi) = pi, i = 1, 2, ..., n. Then the calculation of information entropy
H (X) is shown in equation (3).

H (X) = −

n∑

i=1

pi log pi (3)

For Y = (y1, y2, ..., yi, ..., yn), the calculation of conditional entropy H (X/Y )
is shown as equation (4), where pij is the joint probability distribution of
(X,Y ), pi, pj are the marginal distributions of X and Y .

H (X/Y ) = −

n∑

i=1

n∑

j=1

pij log
pij
pj

(4)
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Mutual information can reflect the degree of dependence between variables.
The definition of mutual information value I (X; Y ) between X and Y is
shown in equation (5).

I (X; Y ) = H (X)−H

(
X

Y

)
= H (Y )−H

(
Y

X

)
=

n∑

i=1

n∑

j=1

pij log
pij

pi · pj
(5)

The mutual information value is normalized to [0, 1] to obtain the NMI value
NMI(X; Y ), see equation (6).

NMI(X; Y ) = 2
I (X; Y )

H (X) +H (Y )
(6)

Through the above equations, we can get the value of standardized mutual
information NMI (fi; x) and NMI (fi; y), record as NMIix and NMIiy respec-
tively. Then NMI between fi and typhoon moving path will be calculated. We
record it as NMIi and it’s shown in equation (7).

NMIi = NMIix +NMIiy (7)

Suppose that the preset threshold of NMI is T . If NMIi is lower than T , it is
regarded as a redundant feature and will be filtered out. By calculating and
comparing the NMI value of each feature, all redundant features can be filtered
out.

3.2.2 XGBoost-based Invalid Feature Elimination

Although the redundant features have been filtered using NMI in the first
stage, there may still be some features that have no contribution or play
an inverse role in typhoon trajectory prediction. Therefore, we use XGBoost
model to eliminate the reverse features for further reduction of feature
dimension.

XGBoost [19] is a machine learning algorithm based on lifting tree, which
has high computational efficiency and the characteristics of preventing over-
fitting. XGBoost sums the results of several weak learners to be the final
predicted value and uses gradient lifting decision tree (GBDT) algorithm
to train the model. For the XGBoost model composed of k CARTs, the
calculation method of its predicted value ŷi is shown in equation (8).

ŷi = φ (xi) =

K∑

k=1

fk (xi) , fk∈ F (8)

Among them, F is the function space of weak learner composed of all CART
trees, and fk (xi) represents the weight of the leaf node where the i-th sample
is classified in the k-th tree.
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The objective function of XGBoost algorithm L (φ) consists of two parts,
its calculation method is shown in equation (9). Among them, l (yi, ŷi) is a loss
function, which is used to describe the fitting degree between the predicted
value and the actual value. The regular term Ω (fk) is the penalty term of
XGBoost, which is used to prevent over-fitting. The calculation method of
Ω (fk) is shown in equation (10).

L (φ) =

n∑

i=1

l (yi, ŷi) + Ω (fk) (9)

Ω (fk) = γT+
1

2
λ ∥ω∥

2
(10)

In equation (10), T is the number of leaf nodes in a regression tree, ω is
the weight of leaf nodes, and λ, γ are parameters.

After the filtering stage, the feature set F consisting of the remaining
typhoon data features is obtained. For each feature in F , it is sorted according
to its NMI value from smallest to largest. Then the influence of each feature on
the prediction results is evaluated according to the change of prediction error
by using XGBoost model. After that, the features that contribute less to the
prediction or even play a negative role are eliminated according to the evalu-
ation result. This can effectively reduce the number of features while ensuring
the accuracy of the prediction model. The specific steps are as follows:

Step 1. The sliding window method is used to divide the typhoon sample
data composed of features in F . The sample data of the previous k moment are
used as input, and the typhoon moving position (longitude xk+t and latitude
yk+t) at k + t moment are used as labels, and the XGBoost model is used for
training and prediction. Euclidean distance is used as a measure of prediction
effectiveness, and the corresponding prediction errors Epre are calculated. The
loop variable i is set to 1.

Step 2. Remove a feature fi from F in order, divide the data again according
to the method in step 1, train and test XGBoost model, calculate the prediction
error Edel.

Step 3. If Edel < Epre, delete fi from F , assign Epre = Edel, set i = i+ 1,
and Go back to step 2 and continue the execution. The number of features in
F is reduced one by one until each feature has been screened once.

Algorithm 1 is the description of feature dimension reduction based on
NMI and XGBoost. Among them, lines 1-5 calculate the NMI value between
each feature and typhoon moving path, and lines 6-9 filter redundant features
whose NMI value is lower than the threshold T. In lines 10-16, the features is
sorted by their NMI value and the invalid features that play a reverse role in
prediction are eliminated by XGBoost. Finally, the feature set after dimension
reduction is returned.

Different from traditional feature selection methods, this algorithm filters
features based on NMI in the first stage, and eliminates the features having a
reverse role in prediction based on XGBoost in the second stage, which ensures
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Algorithm 1 Feature Dimension Reduction Based on NMI and XGBoost

Input: F : feature dataset; L: typhoon track dataset; T : threshold of NMI;
Output: dim reduct F : result feature dataset

1: BEGIN

2: FOR each fi in F DO

3: Calculate H (fi) , H (x) , H (y) , H (fi/x) , H (fi/y) , I (fi; x) , I (fi; y)
according to equation (3)-equation (5)

4: Calculate NMI(fi; x) and NMI (fi; y) according to equation (6)
5: NMIix ← NMI (fi; x) ; NMIiy ← NMI (fi; y)
6: NMI ll[ ]← NMIi = NMIix +NMIiy
7: END FOR

8: FOR each NMIi in NMI ll[ ] DO

9: IF NMIi < T THEN

10: delete NMIi
11: END FOR

12: NMI ll[ ].sort()
13: FOR each fi in F DO

14: Epre ← XGB error(F )
15: Edel ← XGB error(F − fi)
16: IF Epre>Edel THEN

17: Delete fi
18: END FOR

19: dim reduct F = F
20: RETURN dim reduct F
21: END

that the feature set after dimension reduction has low redundancy and strong
correlation. After the two stages of feature dimension reduction, the number of
data features is greatly reduced, and the computational cost of the next stage
of correlation analysis and feature selection is reduced.

3.3 Parallel distance correlation analysis and feature

selection based on Spark

In the feature selection of typhoon trajectory data, it is necessary to analyze
the correlation between the typhoon trajectory and other features, so as to
select the features or the combinations of features with high correlation, which
requires the analysis of linear and nonlinear correlation between clusters com-
posed of different features. Obviously, the traditional correlation coefficient
analysis method and canonical correlation analysis method are not compe-
tent. The distance correlation can not only describe the linear and nonlinear
relationship between two variables, but also analyze the linear and nonlinear
relationship between any feature combination without depending on any model
assumptions. For this, DC is used to analyze the correlation between typhoon
moving trajectory and the related features and complete the feature selection.
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However, the computational complexity of DC is too high to result in poor
analysis timeliness. Therefore, the distributed computing platform Spark is
used to improve the parallelization of DC algorithm, which greatly improves
the computational efficiency and realizes the feature selection. The correlation
coefficient calculation method and the parallel feature selection method based
on DC under Spark will be described in detail below.

3.3.1 Calculation Method of distance correlation

Distance Correlation coefficient is a measure of random vector correlation. The
distance is mainly reflected in the difference between the joint characteristic
function and the product of their respective marginal characteristic func-
tions between any two variables [24]. The concepts of distance correlation and
distance covariance provide a new method for correlation measurement and
independence test, which can realize the correlation measurement and inde-
pendence test of arbitrary random vectors. The distance correlation between
two random vectors X and Y is expressed as dCor (X,Y ). dCor (X,Y ) = 0
means that X and Y are independent of each other, the larger the value of
dCor (X,Y ), the stronger the correlation between X and Y .

The feature selection of typhoon trajectory related data is to find out the
feature combination that can most affect typhoon moving trajectory, which
can be realized by calculating the distance correlations between the feature
combinations of typhoon sample data and the typhoon moving trajectory (
denoted by longitude and latitude features). Here, we redefine the calculation
equations of distance covariance, distance variance and distance correlation
from the perspective of typhoon data samples, thus realizing the calculation
of distance correlation matrix between feature combinations. If the typhoon
feature data set Z = {fj | (j = 1, 2, . . . ,m )} is composed of m features and
n samples, the feature subset is F = {si | (i = 1, 2, . . . , s ), si ∈ Z} composed
of s(s<=m) features and the typhoon trajectory set is L = {x, y}, in which
fj, si, x, y are all non-empty subsets. The feature subset F is a n ∗ s matrix
(F ∈ Rn∗s) and the typhoon trajectory set L is a n ∗ 2 matrix (L ∈ Rn∗2).
The number of columns in matrix F and L are different. Each sample can be
regarded as a row vector of s+ 2 dimensions. Next, the matrix calculation of
distance correlation will be given.

Suppose that the any two observation samples of the typhoon feature set F
are Fk and Fl, k, l = 1, 2, . . . , n. Firstly, the Euclidean distance between the
two samples is calculated, the calculation equation is shown in equation (11).

a∗kl =∥ Fk − Fl ∥ (11)

Then, the center matrix is calculated based on the Euclidean distance between
samples, and the equation is shown in equation (12).

A∗
kl = a∗kl − a∗k. − a∗.l + a∗.. (12)
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Where a∗k., a∗.l and a∗.. are the intermediate variables, their calculation are
shown in equation (13), equation(14) and equation(15).

a∗k. =
1

n

n∑

l=1

a∗kl (13)

a∗.l =
1

n

n∑

k=1

a∗kl (14)

a∗.. =
1

n2

n∑

k,l=1

a∗kl (15)

For typhoon trajectory set L = {x, y}, we can use the same method as
above to calculate the Euclidean distance b∗kl between any two samples k
and l, i.e., b∗kl =∥ Lk − Ll ∥, and then we can obtain the center matrix B∗

kl.

i.e., B∗
kl = b∗kl − b

∗

k. − b
∗

.l + b
∗

... the intermediate variables b
∗

k., b
∗

.l and b
∗

.. are
calculated in a similar way as a∗k., a

∗
.l and a∗...

The sample distance covariance dCov2n(F,L) between features F and L is
calculated in equation (16).

dCov2n(F,L) =
1

n2

n∑

k,l=1

A∗
klB

∗
kl (16)

Similarly, the sample distance variance dVarn (F ), dVarn (L) of the features F
and L are obtained, as shown in equation (17) and equation(18).

dVar2n(F ) = dCov2n(F, F ) =
1

n2

n∑

k,l=1

A∗
kl

2 (17)

dVar2n (L) = dCov2n (L,L) =
1

n2

n∑

k,l=1

B∗
kl

2 (18)

The calculation of the distance correlation dCorn(F,L) between the features
F and the typhoon trajectory feature L is shown in equation (19).

dCorn(F,L) =





dCovn(F,L)√
dVarn(F ) dVarn(L)

, dVarn(F ) dVarn(L) > 0

0 , dVarn(F ) dVarn(L) = 0

(19)

With the above calculation equations, the distance correlation between each
combination of typhoon features and typhoon trajectory can be calculated.
Based on the results, the combinations of data features with the strongest
correlation are selected as the features of the typhoon prediction model, and
the selection of typhoon trajectory related features can be realized.
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3.3.2 Parallel Feature Selection Method Based on DC under

Spark

The distance correlation calculation equation given in the previous section can
better depict the nonlinear correlation between the two types of feature com-
binations, so it can more accurately analyze the nonlinear correlation between
typhoon data features and typhoon moving position (labeled by longitude and
latitude features), thus realizing the selection of typhoon trajectory related
data features. However, the complexity of the above calculation equations are
very high, which affects the efficiency of feature selection methods. Therefore,
we design and implement a parallel distance correlation analysis and feature
selection algorithm based on Spark framework, which greatly improves the
efficiency of feature selection algorithm. Since all features are involved in the
calculation of distance correlation, and its norm matrix and center matrix need
to be calculated for each group of features, the calculation efficiency can be
improved through parallel processing. The framework of the parallel feature
selection method based on DC under Spark is shown in Figure 3.
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Fig. 3 The framework of the parallel feature selection method based on DC under Spark

It can be seen from Figure 3, the parallel feature selection method proposed
in this paper is mainly divided into four stages, as follows:

Stage1 creates a SparkContext, reads the typhoon feature dataset, divides
the data set into sub-datasets composed of different data features according
to the feature combinations, and forms the corresponding RDDs respectively.
Each RDD is composed of corresponding data partitions, each of which is com-
posed of mann data samples; reads typhoon trajectory dataset L composed
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of typhoon positions (expressed by longitude and latitude), and forms corre-
sponding RDDL composed of many partitions, each of which is composed of
many samples.

Stage2 Calculates the distance norm matrix on each data partition, merges
results on each partition, calculates the corresponding center matrices RDD
A1, RDD A2, RDD Ak and RDD AL, Broadcasts the central matrix RDD AL

to other tasks.
Stage3 Aggregates RDD AL with RDD A1, RDD A2 ,..., RDD AK

formed by each combination of features respectively, and calculates distance
correlations to form result sets RDD R1, RDD R2, . . . , RDD Rk.

Stage4 merges the result sets generated in the previous stage and performs
feature selection based on the results. The combinations of features whose
distance correlation are greater than a given threshold value T are selected as
the features of the prediction model, or the k combinations of features with
the largest distance correlation are selected as the features of the prediction
model. The final results are stored to RDD Rs and outputted to the HDFS
file system.

The selection of the threshold T can be calculated by the method in
reference [25], as shown in equation (20).

t = [

(
N

logN

) 4

5

] (20)

Where, N is the number of features and [·] represents rounding.

4 Performance Evaluation

In order to verify the effectiveness of the proposed method NX-Spark-DC,
we conducted a series of experiments on real datasets and compared it with
the existing methods based on correlation analysis such as Pearson correla-
tion coefficient, NMI and HSIC0. In the following, we will give the specific
experimental dataset, experimental environment and result analysis.

4.1 Dataset

The experimental data in this paper are the Best Track typhoon best path
dataset provided by the China Meteorological Administration (CMA) and the
6-hourly reanalysis dataset provided by the National Centers for Environmen-
tal Prediction (NCEP). The time range covered by the datasets is from July
to October of each year from 1990 to 2018. It contains three parts: typhoon
movement trajectory data, atmospheric environment data and ocean environ-
ment field data generated by the Northwest Pacific and the South China Sea
(SCS), with a total of 302 features and 3,428 samples.
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4.2 Environment and Metrics

The experimental environment consists of a Spark cluster consisting of five
IBM PC rack servers, one of which is a management node and the rest is a
compute node. Each server has an E5-2620 CPU (6 cores, 2.0 GHz), 32GB
of memory, and 6TB of hard disk. Every server is installed with CentOS 7.0,
Python 3.6 and corresponding algorithm modules.

We evaluate the proposed methods on general metrics, including MSE
(Mean Square Error), RMSE (Root Mean Square Error), MAE (Mean Abso-
lute Error), MAPE (Mean Absolute Percentage Error), SMAPE (Symmetric
Mean Absolute Percentage Error), and R2 (R-Square).

(1) MSE
MSE is the expected value of the square of the difference between the

predicted value and the true value, which is often used as a loss function
of regression models. Its value range of [0,+∞], The calculation is shown in
equation (21). The smaller the MSE is, the better the representative effect is.
When the value of MSE is 0, the prediction effect is excellent.

MSE =
1

n

n∑

i=1

(ŷi − yi)
2

(21)

(2) RMSE
RMSE is often used as a measure of the model prediction results, its calcu-

lation method is shown in equation (22). The smaller the RMSE is, the better
the representative effect is. When RMSE is 0, the prediction effect is the best.

RMSE =

√√√√ 1

n

n∑

i=1

(ŷi − yi)
2

(22)

(3) MAE
MAE is calculated as shown in equation (23), and its value range is [0,+∞].

The smaller the MAE is, the better the representative effect is. When MAE is
0, it means that the prediction effect is excellent.

MAE =
1

n

n∑

i=1

|ŷi − yi| (23)

(4) MAPE
MAPE is calculated as shown in equation (24), and its value range is

[0,+∞]. When MAPE is 0%, it means that the prediction result is completely
correct. When MAPE is greater than 100%, it means that the model is poor.

MAPE =
100%

n

n∑

i=1

∣∣∣∣
ŷi − yi

yi

∣∣∣∣ (24)
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(5) SMAPE
SMAPE is calculated as shown in equation (25) and its value range is

[0,+∞]. When SMAPE is 0%, it means that the prediction result is completely
correct. When SMAPE is greater than 100%, it means that the model is poor.

SMAPE =
100%

n

n∑

i=1

|ŷi − yi|
(|ŷi|+|yi|)

2

(25)

(6) R2

The calculation method of R2 is shown in equation (26), and the value
range is [0,+∞]. It reflects how much the change of the independent variable
can explain the change of the dependent variable. The smaller R2 is, the lower
the interpretation degree is, that is, the worse the prediction effect is.

R2 = 1−

∑n

i=1 (ŷi − yi)
2

∑n

i=1 (yi − yi)
2 (26)

4.3 Experimental results

The proposed method NX-Spark-DC is experimented with the above real
datasets, compared with the existing correlation analysis based methods such
as Pearson, NMI, and HSIC0, and verified by XGBoost and SVR respectively.
The parameter setting of the used model and the analysis of experimental
results show in detail below.

4.3.1 Model Parameter Settings

According to the existing experience and knowledge, we first set several groups
of parameters. After that, we design a series of experiments to compare the
model’s performance under different parameters. Finally, we select a group of
parameters with the best dimension reduction effect and fitting ability. the
specific parameter settings are as follows:

(1) XGBoost model parameters in the feature dimension reduction stage:
The training process is stopped after 30 iterations, the maximum depth is 5,
the Gamma value is set to the default value, the random sampling ratio is set
to 0.8, the regularization parameters are set to 1 and 0.8 respectively, and the
learning rate is 0.3.

(2) XGBoost model parameters in the experimental verification stage:
the learning rate is XGBoost mode is adjusted to 0.1, other parameters are
consistent with those in the factor dimension reduction stage.

(3) SVR model parameters in the experimental verification stage: the
penalty function is set to 1, the designated kernel function is Gaussian kernel
(RBF), the Gamma is set to “auto,” and other parameters use default values.

4.3.2 Result Analysis

(1) Efficiency
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To verify the computational efficiency of NX-Spark-DC algorithms, we
compare it with the original distance correlation method DC. Figure 4 shows
that the execution time of the two algorithms varies with the increase of data
volume when the number of Executors is 36. As can be seen from the figure, the
execution time of both algorithms increases with the amount of data, which is
as expected. The execution time of DC algorithm grows faster, while the execu-
tion time of NX-Spark-DC algorithm has a relatively flat growth trend, which
is much lower than that of DC algorithm. Obviously, the parallel algorithm
NX-Spark-DC in this paper outperforms the traditional DC serial algorithm.
This also indicates that the parallel algorithm in this paper is effective and can
significantly improve the computational efficiency of the distance correlation.

Fig. 4 Comparison of the execution time of the two algorithms with the data volume

Figure 5 shows the change of execution time with the number of executors
when the dataset size is 700,000. As you can see from Figure 5, the execution
time of the algorithm NX-Spark-DC continues to decrease as the number of
executors increases, which is in line with expectations. However, the decrease in
execution time slowly slows down with the increase of the number of executors,
which is due to the increase in the number of executors, resulting in an increase
in the cost of communication between executors, thereby slowing down the
decline in execution time, so the number of executors must be appropriate.

(2) Accuracy
In order to further verify the accuracy of the NX-Spark-DC method, we

use the NX-Spark-DC method to select the features of the typhoon trajectory
prediction on the real data set, and compare it with the representative corre-
lation analysis based methods Pearson, NMI, DC and HSIC0. Each method
select 35 features from 300 typhoon features to fit and predict the typhoon
moving trajectory.

Table 1 shows the scores of several methods on each index when using
XGBoost as a forecasting model. On the basis of the original DC algorithm,
the NX-Spark-DC method adds two stages of dimension reduction, the filter-
ing and the screening, and realizes parallelization processing. It can be seen
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Fig. 5 Change of execution time with the number of executors

Table 1 Comparison of five methods under XGBoost

Method MSE RMSE MAE MAPE SMAPE R2

NMI 2.79E-04 0.0167 0.0092 4.6319 4.5917 0.8846
Pearson 8.09E-06 0.0028 0.0017 0.9704 0.9694 0.9875
DC 1.15E-05 0.0034 0.0025 1.8102 1.8057 0.7751
HSIC0 7.99E-06 0.0028 0.0018 1.0664 1.0657 0.9801
NX-Spark-DC 4.23E-06 0.0020 0.0012 0.7555 0.7551 0.9902

from the results in Table 1 that the NX-Spark-DC method is obviously bet-
ter than the traditional DC method in all indicators. This also shows that it
is necessary to increase the dimension reduction processing stage, which can
significantly improve the accuracy of feature selection. In general, the NX-
Spark-DC method is superior to other methods. This is because the method
makes full use of the two-stage dimension reduction processing of filtering and
screening, so as to eliminate the features of weak correlation and playing a
reverse effect on prediction, and adopts the feature selection method based on
distance correlation, so the features with high correlation are selected, and the
accuracy of prediction is improved.

To avoid losing generality, we take 35 features screened by the above five
analysis methods as inputs and use the SVR machine learning model to predict
typhoon moving trajectory. The scores of the five methods are shown in Table
2.

Table 2 Comparison of five methods under SVR

Method MSE RMSE MAE MAPE SMAPE R2

NMI 0.0011 0.0327 0.0218 13.0511 11.6779 0.0582
Pearson 0.0010 0.0317 0.0213 12.9174 11.4888 0.0854
DC 0.0010 0.0321 0.0221 13.3889 11.8563 0.0730
HSIC0 0.0010 0.0324 0.0218 13.2135 11.7643 0.0701
NX-Spark-DC 0.0010 0.0310 0.0209 12.7535 11.3593 0.1014
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It can be observed from Table 2 that the performance of the five algorithms
is close when SVR is used as a prediction model. Nevertheless, NX-Spark-DC is
still the best for the same reasons as above. It shows that the feature selection
method proposed in this paper has good accuracy and is superior to the other
four correlation analysis based methods. It can be seen from Table 1 and Table
2 that the prediction accuracy of SVR is far less than that of XGBoost, which
shows that the XGBoost model is more suitable for prediction under large data
volumes.

(3) The influence of the factor dimension reduction stage
To further verify the influence of factor dimension reduction on several

feature selection methods based on the correlation analysis, we compared
the feature selection effects of four correlation analysis methods before and
after adding feature dimension reduction stage. The prediction model adopts
XGBoost and the specific results are shown in Table 3. In this experiment,
NMI, Pearson, DC, and HSIC0 methods use data sets without dimension
reduction processing and NX NMI, NX Pearson, NX HSIC0 and NX-Spark-
DC use the data set after dimension reduced processing.

Table 3 Comparison of feature dimension reduction under XGBoost

Method MSE RMSE MAE MAPE SMAPE R2

NMI 3.01E-04 0.0173 0.0097 4.9954 4.9491 0.8619
NX NMI 2.79E-04 0.0167 0.0092 4.6313 4.5917 0.8846
Pearson 8.09E-06 0.0028 0.0017 0.9704 0.9694 0.9875
NX Pearson 7.27E-06 0.0027 0.0015 0.8221 0.8216 0.9892
HSIC0 7.99E-06 0.0028 0.0018 1.0664 1.0657 0.9801
NX HSIC0 6.74E-06 0.0026 0.0015 0.9162 0.9143 0.9873
DC 1.15E-05 0.0034 0.0025 1.8102 1.8057 0.7751
NX-Spark-DC 4.23E-06 0.0020 0.0012 0.7555 0.7551 0.9902

The prediction accuracy under XGBoost has been improved after reduc-
ing dimension. NMI, Pearson, and HSIC0 correlation analysis methods have
improved the prediction accuracy after using feature dimension reduction pro-
cessing. However, the the improvement is not particularly obvious, which may
be related to the data set. Compared with the DC method, the accuracy of the
NX-Spark-DC is improved obviously, which shows that the dimension reduc-
tion processing is suitable for the DC method. Through the above comparison,
features screened by the NX-Spark-DC have an excellent prediction effect and
is the best among several methods.

When SVR is used as the prediction model, the scores of the several meth-
ods are shown in Table 4. The scores of the four methods have increased after
adding dimension reduction processing, which shows that the standard dimen-
sion reduction method can improve the feature selection accuracy of various
methods to some extent. Nevertheless, the improvement range is not signifi-
cant. Overall, the performance of the NX-Spark-DC method is still the best.
At the same time, it can be seen from the comparison between Table 3 and
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Table 4 Comparison of feature dimension reduction under SVR

Method MSE RMSE MAE MAPE SMAPE R2

NMI 0.0011 0.0327 0.0218 13.0511 11.6779 0.0582
NX NMI 0.0011 0.0325 0.0219 13.0553 11.7292 0.0632
Pearson 0.0010 0.0317 0.0213 12.9174 11.4888 0.0854
NX Pearson 0.0010 0.0314 0.0212 12.8603 11.4539 0.0915
HSIC0 0.0010 0.0324 0.0218 13.2135 11.7643 0.0701
NX HSIC0 0.0010 0.0310 0.0209 12.7535 11.3593 0.1014
DC 0.0010 0.0321 0.0221 13.3889 11.8563 0.0730
NX-Spark-DC 0.0010 0.0302 0.0202 12.3516 11.0501 0.1202

Table 4 that the prediction accuracy of XGBoost is obviously better than that
of SVR.

5 Conclusion

In this paper, we introduced the distance correlation analysis method into
the typhoon trajectory correlation analysis and feature selection for the first
time, and proposed a parallel feature selection method NX-Spark-DC based
on NMI-XGBoost and distance correlation for typhoon trajectory prediction.
The NX-Spark-DC method first uses NMI to filter out the useless features
of the original data set, and then uses the XGBoost model to eliminate the
counterproductive features, thus realizing the dimension reduction of the orig-
inal data. On this basis, an improved parallel feature selection method based
on distance correlation under Spark is proposed to realize the feature selec-
tion of typhoon trajectory related data. Experimental results on real data sets
show that the parallel feature selection method proposed in this paper has
high computational efficiency and is obviously superior to existing methods
in accuracy. As the matter of fact, the method proposed in this paper is still
preliminary. Although the NX-Spark-DC method supports multi-feature com-
bination correlation analysis and feature selection, due to the limitations of
the experimental environment, these experiments is mainly based on the cor-
relation analysis of a single feature and typhoon moving trajectory to achieve
feature selection. The follow-up work will increase the experimental research
on multi-feature combination and optimize our method to further improve the
efficiency and accuracy.
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