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Abstract

The conservative Allen-Cahn equation satisfies three important physical prop-

erties, namely the mass conservation law, the energy dissipation law and the

maximum bound principle. However, very few numerical methods can preserve

them at the same time. In this paper, we present a multi-physical structure-

preserving method for the conservative Allen-Cahn equation with nonlocal

constraint by combining the averaged vector field method in time and the cen-

tral finite difference scheme in space, which can conserve all three properties

simultaneously at the fully discrete level. We propose an efficient linear iteration

algorithm to solve the presented nonlinear scheme, and prove that the iteration

satisfies the maximum bound principle and a contraction mapping property in

the discrete L
∞ norm. Furthermore, concise error estimates in the maximum

norm are established on nonuniform time meshes. The theoretical findings of the

proposed scheme are verified by several benchmark examples, where an adaptive

time-stepping strategy is employed.
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1 Introduction

For many important phenomena in science and engineering, the corresponding pro-
cesses are driven by minimizing the free energy through dissipative dynamics [1–5].
Gradient flow models are usually used to investigate these phenomena, where the clas-
sical Allen-Cahn (AC) equation and Cahn-Hilliard (CH) equation are two well-known
prototypical examples. The classical AC equation is easier to solve numerically than
the CH equation due to the low order spatial derivatives, but it does not preserve
the mass conservation law, which is still desirable to maintain in many applications
[6, 7]. By adding a nonlocal Lagrange multiplier, Rubinstein and Sternberg introduced
a conservative AC model [8], which could not only keep the mass conservation, but
also satisfy the energy dissipation law and the maximum bound principle [9]. In this
paper, we will focus on developing and analyzing a multi-physical structure-preserving
scheme for the conservative AC equation.

Consider the binary material occupying a smooth domain Ω ⊆ R
d, d = 2 or 3.

The free energy of the system is denoted as

E[ϕ] =

∫

Ω

(

ϵ2

2
|∇ϕ|2 + F (ϕ)

)

dx, (1.1)

where ϕ is the phase variable, ϵ denotes the interface width parameter and F (ϕ) is
the associated nonlinear potential function. One usually concerns with two typical
potential functions, including the standard double-well (Ginzburg-Landau) potential
function

F (ϕ) =
1

4
(ϕ2 − 1)2, (1.2)

and the logarithmic Flory-Huggins potential function

F (ϕ) =
θ

2
[(1 + ϕ) ln(1 + ϕ) + (1− ϕ) ln(1− ϕ)]−

θc
2
ϕ2, (1.3)

where θ and θc are two constants satisfying 0 < θ < θc. Then the conservative AC
equation with a nonlocal constraint is given by [8, 9]

∂tϕ = ϵ2∆ϕ+ f(ϕ)−
1

|Ω|

∫

Ω

f(ϕ)dx, x ∈ Ω, t > 0, (1.4)

with the initial value
ϕ(x, 0) = ϕ0(x), x ∈ Ω, (1.5)

where f(ϕ) = −F ′(ϕ). Under the periodic or homogeneous Neumann boundary
conditions, the model satisfies the mass conservation law

d

dt

∫

Ω

ϕdx = 0, (1.6)
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and the energy dissipation law

d

dt
E[ϕ] = −

∫

Ω

|∂tϕ|
2dx ≤ 0. (1.7)

More importantly, it has one more maximum bound principle (MBP) property than
the CH model [9, 10]. Therefore, the conservative AC model can serve as an excellent
alternative to the CH model for simulating interfacial dynamics of immiscible multi-
component material systems.

Along the numerical front of structure-preserving algorithms [11], it is always
desirable even essential to design energy stable schemes or MBP-preserving methods
for the conservative AC equation. For general gradient flow models, there have been
many approaches to guide the design of energy stable schemes, including the con-
vex splitting methods [12–14], the stabilizing techniques [15, 16], the fully implicit
structure-preserving schemes [17, 18] and the energy quadratization approaches (IEQ,
SAV and their variants) [19–23], etc. Recently, Cheng et al. proposed some Lagrange
multiplier approaches for constructing structure-preserving schemes [24–26] and Gong
et al. developed a supplementary variable method for thermodynamically consistent
partial differential equations [27, 28]. However, there are relatively few energy stable
schemes for the conservative AC equation. A set of second-order energy stable schemes
for the conservative AC equation has been presented and compared with results of the
CH model [29, 30]. Some high-order energy stable schemes have been also proposed
for the conservative AC model [31, 32].

In addition to energy stable schemes, there have been many studies devoted to
MBP-preserving methods for the classical AC equation. To our best knowledge, the
numerical strategies used to develop the MBP-preserving schemes in previous works
can be classified into four broad categories, including the matrix-vector augment [33],
the discrete lower and upper solutions technique [34], the operator splitting strat-
egy [35] and the stabilized exponential time differencing method [36]. The standard
trapezoidal Crank-Nicolson scheme for the fractional-in-space AC model was shown
to preserve the discrete MBP under some time-step constraints [37]. Liao et al. proved
that the variable-step BDF2 method on nonuniform time meshes could preserve the
discrete MBP [38]. Recently, we developed a MBP-preserving iteration technique for
a class of semilinear parabolic equations [39]. More generally, Du et al. established
an abstract framework on the preservation of MBP for a large family of semilin-
ear parabolic equations [10]. However, MBP-preserving numerical methods for the
conservative AC equation are still rare. More recently, Li et al. presented two uncon-
ditionally MBP-preserving linear schemes for the conservative AC equation based on
the stabilized exponential time differencing method [9].

Most of the existing methods can preserve only one physical structure between
the energy stability and the MBP property, and few numerical schemes can retain
more than two physical structures solving the conservative AC model. In this paper,
we develop a multi-physical structure-preserving algorithm for the conservative AC
equation by embracing the averaged vector field method in time and the second-order
central finite difference scheme in space. Based on the analysis of structure-preserving
algorithms, the proposed scheme is proved to conserve the mass conservation law and
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the energy dissipation law at the fully discrete level. However, because the proposed
scheme is nonlinear, its existence, uniqueness and convergence analysis are faced with
great challenges. Inspired by the MBP-preserving iteration technique in Ref. [39],
we design a new MBP-preserving linear iteration algorithm for solving the proposed
scheme. The iteration is proved to satisfy the MBP and a contraction mapping prop-
erty under some mild conditions, which imply that the proposed scheme maintains
the MBP property and is uniquely solvable. Therefore, our proposed scheme simul-
taneously preserves the mass conservation law, energy dissipation law and MBP of
the conservative AC model. Finally, some numerical experiments are presented to
demonstrate the accuracy and multiple physical structures of the proposed algorithm.

The remainder of the paper is organized as follows. Some notations and useful
lemmas are introduced and the multi-physical structure-preserving scheme is presented
in Section 2. The proposed scheme is proved to preserve the discrete mass conservation
law, energy dissipation law and MBP as well as the unique solvability in Section 3.
Section 4 presents some concise error estimates in the maximum norm by virtue of
the associated MBP property. In Section 5, several numerical examples are carried out
to demonstrate the accuracy and multi-physical structures of the proposed scheme.
Finally, some conclusions are drawn in Section 6.

2 Multi-physical structure-preserving method

In this section, we will introduce some notations and useful lemmas, and present a
fully discrete multi-physical structure-preserving algorithm for the conservative Allen-
Cahn model with periodic boundary condition. To simplify the presentation, we focus
on the two-dimensional problem. It should be noted that the results of this paper are
also applicable to the three-dimensional case.

Let Ω = [a, a+Lx]× [b, b+Ly], where for simplicity, we assume Lx = Ly = L > 0.
Let N be a given positive integer, and define grid spacing h = L/N . Then the space
domain is uniformly partitioned with the spatial grid points

Ωh =
{

(xj , yk)|xj = a+ jh, yk = b+ kh, 0 ≤ j, k ≤ N − 1
}

.

Consider the nonuniform time grids 0 = t0 < t1 < · · · < tn < tn+1 < · · · < tNt
= T

with the step sizes τn = tn+1 − tn for 0 ≤ n ≤ Nt − 1. Let the maximum time-step
size τ = max

0≤n<Nt

τn.

Let Vh =
{

u|u = {uj,k|(xj , yk) ∈ Ωh}
}

be the space of grid functions on Ωh.
For any two grid functions u, v ∈ Vh, define the discrete inner product, L2 norm and
maximum norm, respectively,

(u, v)h = h2
N−1
∑

j=0

N−1
∑

k=0

uj,kvj,k, ∥u∥h =
√

(u, u)h, ∥u∥∞ = max
0≤j,k≤N−1

|uj,k|.

According to Ref. [9], we assume that the nonlinear function f in (1.4) satisfies

∃β > 0, ∋ f(β) ≤ f(w) ≤ f(−β), ∀w ∈ [−β, β]. (2.1)
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For the positive constant β, we define the maximum norm space

Vβ =
{

u
∣

∣∥u∥∞ ≤ β, u ∈ Vh

}

,

and the stabilizing constant κ such that

κ ≥ max
|w|≤β

|f ′(w)|. (2.2)

For u ∈ Vh, the discrete Laplace operator is defined by

∆huj,k =
uj+1,k − 2uj,k + uj−1,k

h2
+

uj,k+1 − 2uj,k + uj,k−1

h2
, 0 ≤ j, k ≤ N − 1,

where we note u−1,k := uN−1,k, uN,k := u0,k, uj,−1 := uj,N−1, uj,N := uj,0 for
periodic boundary conditions. For u ∈ Vh, define the function fh(u) ∈ Vh with the
elements

(

fh(u)
)

j,k
= f(uj,k), 0 ≤ j, k ≤ N − 1.

Now we apply the second-order center finite difference method in space for the
conservative Allen-Cahn equation and obtain the following semi-discrete system

dϕ

dt
= ϵ2∆hϕ+ fh(ϕ)−

1

|Ω|

(

fh(ϕ), 1
)

h
, (2.3)

where ϕ ∈ Vh. For u, v ∈ Vh, we define the function fd(u, v) ∈ Vh as

fd(u, v) =

∫ 1

0

fh
(

(1− ξ)u+ ξv
)

dξ.

Employing the average vector field method [40] to the system (2.3), we derive the fully
discrete multi-physical structure-preserving scheme

ϕn+1 − ϕn

τn
= ϵ2∆h

ϕn + ϕn+1

2
+ fd(ϕ

n, ϕn+1)−
1

|Ω|

(

fd(ϕ
n, ϕn+1), 1

)

h
. (2.4)

We note that the proposed scheme (2.4) can conserve the mass conservation law,
the energy dissipation law and the maximum bound principle at the fully discrete
level, and is uniquely solvable, which will be analyzed in detail in the next section. To
facilitate the analysis of the proposed scheme, we next introduce some useful lemmas.
Lemma 2.1. For u, v ∈ Vh, it holds that

(∆hu, v)h = (u,∆hv)h. (2.5)

Lemma 2.2. For u ∈ Vh, it holds that
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(1) ∆huj,k ≤ 0 if uj,k = max
(xl,ym)∈Ωh

ul,m;

(2) ∆huj,k ≥ 0 if uj,k = min
(xl,ym)∈Ωh

ul,m.

Lemma 2.3. For u ∈ Vh, it holds that

2d

h2

(

− ∥u∥∞ − uj,k

)

≤ ∆huj,k ≤
2d

h2

(

∥u∥∞ − uj,k

)

, ∀0 ≤ j, k ≤ N − 1,

where d = 2 denotes the spatial dimension. Specially, one has for u ∈ Vβ

2d

h2

(

− β − uj,k

)

≤ ∆huj,k ≤
2d

h2

(

β − uj,k

)

, ∀0 ≤ j, k ≤ N − 1.

Lemma 2.4. For u, v ∈ Vh, we define the function Nd(u, v) ∈ Vh as

Nd(u, v) = κ
u+ v

2
+ fd(u, v)−

1

|Ω|

(

fd(u, v), 1
)

h
. (2.6)

Under the conditions (2.1) and (2.2), the function Nd satisfies

(1) ∥Nd(u, v)∥∞ ≤ κβ, ∀u, v ∈ Vβ,

(2) ∥Nd(u1, v1)−Nd(u2, v2)∥∞ ≤ 3κ
2

(

∥u1−u2∥∞+∥v1−v2∥∞
)

, ∀u1, u2, v1, v2 ∈ Vβ.

Proof. For u ∈ Vh, we define the function Nh(u) ∈ Vh as

Nh(u) = κu+ fh(u)−
1

|Ω|

(

fh(u), 1
)

h
.

It is readily to check that

Nd(u, v) =

∫ 1

0

Nh

(

(1− ξ)u+ ξv
)

dξ.

From (2.2), we have
κ+ f ′(w) ≥ 0, ∀w ∈ [−β, β],

and thus
−κβ + f(−β) ≤ κw + f(w) ≤ κβ + f(β), ∀w ∈ [−β, β].

It follows (2.1) that

f(β) ≤
1

|Ω|

(

fh(u), 1
)

h
≤ f(−β), ∀u ∈ Vβ .

According to the two inequalities above, one can obtain

−κβ ≤ κw + f(w)−
1

|Ω|

(

fh(u), 1
)

h
≤ κβ, ∀w ∈ [−β, β], u ∈ Vβ ,
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which implies
∥Nh(u)∥∞ ≤ κβ, ∀u ∈ Vβ .

For u, v ∈ Vβ and ξ ∈ [0, 1], we have (1− ξ)u+ ξv ∈ Vβ and deduce

∥Nd(u, v)∥∞ ≤

∫ 1

0

∥Nh

(

(1− ξ)u+ ξv
)

∥∞dξ ≤ κβ.

Furthermore, we also have from (2.2)

|f(w1)− f(w2)| ≤ κ|w1 − w2|, ∀w1, w2 ∈ [−β, β],

which leads to

∥fh(u1)− fh(u2)∥∞ ≤ κ∥u1 − u2∥∞, ∀u1, u2 ∈ Vβ .

For u1, u2, v1, v2 ∈ Vβ , ξ ∈ [0, 1], denoting θ1(ξ) = (1 − ξ)u1 + ξv1 and θ2(ξ) =
(1− ξ)u2 + ξv2, we have θ1(ξ), θ2(ξ) ∈ Vβ and thus obtain

∥

∥Nh

(

θ1(ξ)
)

−Nh

(

θ2(ξ)
)
∥

∥

∞

≤∥κθ1(ξ)− κθ2(ξ)∥∞ +
∥

∥fh
(

θ1(ξ)
)

− fh
(

θ2(ξ)
)
∥

∥

∞ +

∣

∣

∣

∣

1

|Ω|

(

fh
(

θ1(ξ)
)

− fh
(

θ2(ξ)
)

, 1
)

h

∣

∣

∣

∣

≤3κ ∥θ1(ξ)− θ2(ξ)∥∞ . (2.7)

Note that

∥θ1(ξ)− θ2(ξ)∥∞ ≤ (1− ξ)∥u1 − u2∥∞ + ξ∥v1 − v2∥∞. (2.8)

Combining (2.7) and (2.8) leads to

∥Nd(u1, v1)−Nd(u2, v2)∥∞ ≤

∫ 1

0

∥

∥Nh

(

θ1(ξ)
)

−Nh

(

θ2(ξ)
)∥

∥

∞ dξ

≤
3κ

2
(∥u1 − u2∥∞ + ∥v1 − v2∥∞) ,

which completes the proof.

3 Multiple-physical structures and unique
solvability of the scheme

In this section, the proposed method is first shown to maintain the mass conservation
law and the energy dissipation law at the fully discrete level. Then a MBP-preserving
linear iteration technique is presented to analyze the MBP-preserving property and
unique solvability of the scheme.
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Theorem 3.1. The scheme (2.4) preserves the discrete mass conservation law

(ϕn+1, 1)h = (ϕn, 1)h, (3.1)

and the discrete energy dissipation law

Eh[ϕ
n+1]− Eh[ϕ

n]

τn
= −

∥

∥

∥

∥

ϕn+1 − ϕn

τn

∥

∥

∥

∥

2

h

, (3.2)

where the discrete energy is given by

Eh[ϕ
n] = −

ϵ2

2
(∆hϕ

n, ϕn)h + (Fh(ϕ
n), 1)h, (3.3)

with the function Fh(u) ∈ Vh defined as

(

Fh(u)
)

j,k
= F (uj,k), 0 ≤ j, k ≤ N − 1.

Proof. According to Lemma 2.1, one has

(

∆h

ϕn + ϕn+1

2
, 1

)

=

(

ϕn + ϕn+1

2
,∆h1

)

= 0.

It is easy to check that

(

fd(ϕ
n, ϕn+1)−

1

|Ω|

(

fd(ϕ
n, ϕn+1), 1

)

h
, 1

)

= 0.

Thus, we take a discrete inner product of (2.4) with 1 and obtain

(ϕn+1, 1)h = (ϕn, 1)h.

According to the Leibniz formula and Lemma 2.1, one can deduce

Eh[ϕ
n+1]− Eh[ϕ

n] =

∫ 1

0

d

dξ
Eh

[

(1− ξ)ϕn + ξϕn+1
]

dξ

=

(

−ϵ2∆h

ϕn + ϕn+1

2
− fd(ϕ

n, ϕn+1), ϕn+1 − ϕn

)

h

(3.4)

=

(

−ϵ2∆h

ϕn + ϕn+1

2
− fd(ϕ

n, ϕn+1) +
1

|Ω|
(fd(ϕ

n, ϕn+1), 1), ϕn+1 − ϕn

)

h

,
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where the last step is attributed to the discrete mass conservation law. Substituting
(2.4) into (3.4) leads to

Eh[ϕ
n+1]− Eh[ϕ

n] = −τn

∥

∥

∥

∥

ϕn+1 − ϕn

τn

∥

∥

∥

∥

2

h

, (3.5)

which gives the discrete energy dissipation law and completes the proof.

Although the nonlinear scheme (2.4) has been proved to be mass-preserving and
energy-dissipation-preserving, two problems should be answered, one is whether its
solution is unique, and the other is how to develop a convergent linear iterative
algorithm to compute it. In addition, it is also challenge to analyze the discrete MBP-
preserving property of the scheme. To these ends, we design a MBP-preserving linear
iteration technique for the nonlinear scheme (2.4). Firstly, we reformulate the proposed
method (2.4) into the following equivalent form

ϕn+1 − ϕn

τn
= ϵ2∆h

ϕn + ϕn+1

2
− κ

ϕn + ϕn+1

2
+Nd(ϕ

n, ϕn+1), (3.6)

where the definition of Nd is given by (2.6). Subsequently, we present the following
linear iteration method for solving (3.6)

ϕn+1
(s+1) − ϕn

τn
= ϵ2∆h

ϕn + ϕn+1
(s+1)

2
− κ

ϕn + ϕn+1
(s+1)

2
+Nd(ϕ

n, ϕn+1
(s) ), s ≥ 0, (3.7)

where the subscript (s) denotes the sth-iteration step, and the initial iteration is taken
as ϕn+1

(0) = ϕn.

Theorem 3.2. Assume that ϕn+1
(0) = ϕn ∈ Vβ and the time-step size τn satisfies the

following condition

τn ≤
1

d(ϵ/h)2 + κ/2
, (3.8)

then the solution of the iteration scheme (3.7) satisfies

ϕn+1
(s) ∈ Vβ , ∀s ≥ 0.

Proof. By applying the mathematical induction, we assume that ϕn+1
(s) ∈ Vβ for fixed

s and then prove ϕn+1
(s+1) ∈ Vβ . On the one hand, suppose that the iteration solution

ϕn+1
(s+1) reaches its maximum at (xj , yk) ∈ Ωh, i.e.,

[

ϕn+1
(s+1)

]

j,k
= max

0≤l,m≤N−1

[

ϕn+1
(s+1)

]

l,m
. (3.9)
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According to Lemmas 2.2 and 2.3, it holds for ϕn ∈ Vβ that

[

∆hϕ
n +∆hϕ

n+1
(s+1)

2

]

j,k

≤
d

h2

(

β − ϕn
j,k

)

. (3.10)

For ϕn, ϕn+1
(s) ∈ Vβ , it follows from Lemma 2.4 that

∥

∥Nd(ϕ
n, ϕn+1

(s) )
∥

∥

∞ ≤ κβ. (3.11)

Taking the spatial grid point (xj , yk) in the iteration scheme (3.7) and combining
(3.10) and (3.11), one can derive that

[

ϕn+1
(s+1) − ϕn

τn

]

j,k

≤

[

dϵ2

h2
(β − ϕn)− κ

ϕn + ϕn+1
(s+1)

2

]

j,k

+ κβ, (3.12)

which implies

(

1

τn
+

κ

2

)

[

ϕn+1
(s+1)

]

j,k
≤

(

1

τn
−

dϵ2

h2
−

κ

2

)

ϕn
j,k +

(

dϵ2

h2
+ κ

)

β. (3.13)

Noting that the time-step condition (3.8) is equivalent to

1

τn
−

dϵ2

h2
−

κ

2
≥ 0,

thus we have

(

1

τn
+

κ

2

)

[

ϕn+1
(s+1)

]

j,k
≤

(

1

τn
−

dϵ2

h2
−

κ

2

)

β +

(

dϵ2

h2
+ κ

)

β =

(

1

τn
+

κ

2

)

β,

which leads to

[

ϕn+1
(s+1)

]

j,k
≤ β. (3.14)

On the other hand, suppose that the iteration solution ϕn+1
(s+1) achieves its minimum

value at (xp, yq), i.e.,
[

ϕn+1
(s+1)

]

p,q
= min

0≤l,m≤N−1

[

ϕn+1
(s+1)

]

l,m
. By the similar arguments,

it is easy to deduce that
[

ϕn+1
(s+1)

]

p,q
≥ −β. As a consequence, one has ϕn+1

(s+1) ∈ Vβ .

This completes the proof.

Theorem 3.3. Assume that the time-step size τn is properly small such that

τn ≤
1

d(ϵ/h)2 + κ/2
, τn <

1

κ
, (3.15)
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then the iteration (3.7) is convergent.

Proof. For any grid function v ∈ Vβ , it follows from Theorem 3.2 that the iteration
(3.7) defines a mapping Tn : Vβ → Vβ , denoted by Tn[v] = u ∈ Vβ , that is,

u− ϕn

τn
= ϵ2∆h

ϕn + u

2
− κ

ϕn + u

2
+Nd(ϕ

n, v). (3.16)

We note that the iteration (3.7) can be rewritten as ϕn+1
(s+1) = Tn[ϕ

n+1
(s) ]. Next, we will

prove that Tn is a contraction mapping under the time step restriction (3.15). For any
grid functions v1, v2 ∈ Vβ , we set u1 = Tn[v1], u2 = Tn[v2] ∈ Vβ . Then, one can derive
that

δu

τn
= ϵ2∆h

δu

2
− κ

δu

2
+Nd(ϕ

n, v1)−Nd(ϕ
n, v2), (3.17)

where δu = u1−u2. Assume that the maximum value of δu is attained at (xj , yk) ∈ Ωh

such that δuj,k = max
l,m

δul,m. By using Lemmas 2.2 and 2.4, it arrives at

∆hδuj,k ≤ 0,
∥

∥Nd(ϕ
n, v1)−Nd(ϕ

n, v2)
∥

∥

∞ ≤
3κ

2
∥v1 − v2∥∞. (3.18)

Computing (3.17) at (xj , yk) and inserting the estimates (3.18), we obtain

(

1

τn
+

κ

2

)

δuj,k ≤
3κ

2
∥v1 − v2∥∞.

Similarly, one can get

(

1

τn
+

κ

2

)

δup,q ≥ −
3κ

2
∥v1 − v2∥∞,

where δup,q = min
l,m

δul,m. Therefore, the grid function δu can be bounded by

∥Tn[v1]− Tn[v2]∥∞ = ∥δu∥∞ ≤ ln∥v1 − v2∥∞,

where the contraction factor ln is defined by

ln =
3κτn

2 + κτn
. (3.19)

The time step restriction τn < 1/κ implies ln < 1. Thus Tn is a contractive mapping,
which implies that the iteration ϕn+1

(s+1) = Tn[ϕ
n+1
(s) ] is convergent.

Corollary 3.1. Under the condition (3.15), the scheme (2.4) has a unique solution
ϕn+1 ∈ Vβ .
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Remark 3.1. The iteration step (3.7) is a system of linear equations with constant
coefficients, which can be efficiently computed by the FFT algorithm. The conver-
gence analysis of the iteration guarantees the validity of the scheme (2.4) in practice
theoretically.
Remark 3.2. To our best knowledge, it is the first time to develop a second-order
multi-physical structure-preserving scheme for the conservative AC model, where the
mass conservation law, the energy dissipation law and the MBP are conserved simul-
taneously at the fully discrete level. Thanks to the MBP-preserving linear iteration
technique, the proposed fully implicit scheme can be proved to be MBP-preserving and
uniquely solvable. Furthermore, although we have presented theoretical results in two-
dimensional space, it is straightforward to extend the theory developed in this paper to
three-dimensional space.

4 Maximum norm error estimate

In this section, we will establish the error estimate of the scheme (2.4) in the maximum
norm. To this end, we first introduce the following discrete Gronwall inequality [39].
Lemma 4.1. Consider two positive constants λ0, λ1 and let λ = λ0+λ1. Assume that

the two nonnegative time sequences
{

vk
}Nt

k=0
and

{

ξk
}Nt

k=0
satisfy

vn+1 − vn ≤ τn(λ0v
n+1 + λ1v

n) + ξn for 0 ≤ n ≤ Nt − 1.

If the maximum step size τ ≤ 1/(2λ0), then

vn+1 ≤ exp(2λtn+1)

(

v0 + 2

n
∑

j=0

ξj

)

for 0 ≤ n ≤ Nt − 1.

Theorem 4.1. Assume that ∥ϕ0(x)∥∞ ≤ β and the solution ϕ(x, t) of (1.4) is suf-
ficiently smooth such that ϕ ∈ C3

(

[0, T ], C4(Ω)
)

. Suppose further that the condition
(3.15) holds such that the scheme (2.4) is uniquely solvable and preserves the discrete
MBP. If the maximum time step size τ ≤ 1

2κ , the solution ϕn+1 of the scheme (2.4)
is convergent in the maximum norm

∥ϕ(·, tn+1)− ϕn+1∥∞ ≤ 2tn+1 exp(4κtn+1)Cϕ(τ
2 + h2) for 0 ≤ n ≤ Nt − 1,

where Cϕ is a constant.

Proof. Let Φn ∈ Vh be the exact solution of (1.4) on Ωh. According to the local
truncation error analysis, it is not difficult to check that

Φn+1 − Φn

τn
= ϵ2∆h

Φn +Φn+1

2
− κ

Φn +Φn+1

2
+Nd(Φ

n,Φn+1) +Rn, (4.1)

where the local truncation error satisfies

∥Rn∥∞ ≤ Cϕ(τ
2 + h2). (4.2)
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Denote the error grid function en = Φn − ϕn ∈ Vh for 0 ≤ n ≤ Nt. It is easy to get
the following error equation

en+1 − en

τn
= ϵ2∆h

en + en+1

2
−κ

en + en+1

2
+Nd(Φ

n,Φn+1)−Nd(ϕ
n, ϕn+1)+Rn, (4.3)

where e0 = 0.
At first, we assume that the maximum value of error function en+1 is achieved at

(xj , yk) ∈ Ωh, i.e.,
en+1
j,k = max

0≤l,m≤N−1
en+1
l,m . (4.4)

According to Lemma 2.2 and 2.3, it holds that

[

∆he
n +∆he

n+1

2

]

j,k

≤
d

h2

(

∥en∥∞ − enj,k
)

. (4.5)

For ϕn, ϕn+1,Φn,Φn+1 ∈ Vβ , it follows from Lemma 2.4 that

∥

∥Nd(Φ
n,Φn+1)−Nd(ϕ

n, ϕn+1)
∥

∥

∞ ≤
3κ

2
(∥en∥∞ + ∥en+1∥∞). (4.6)

Taking the spatial grid point (xj , yk) in the error equation (4.3) and combining (4.5)
and (4.6), we obtain

en+1
j,k − enj,k

τn
≤

dϵ2

h2

(

∥en∥∞ − enj,k
)

− κ
enj,k + en+1

j,k

2
+

3κ

2
(∥en∥∞ + ∥en+1∥∞) + ∥Rn∥∞,

(4.7)

which leads to

(

1

τn
+

κ

2

)

en+1
j,k ≤

(

1

τn
−

dϵ2

h2
−

κ

2

)

enj,k +

(

dϵ2

h2
+

3κ

2

)

∥en∥∞ +
3κ

2
∥en+1∥∞ + ∥Rn∥∞.

(4.8)

Noticing that 1
τn

− dϵ2

h2 − κ
2 ≥ 0, one can deduce from (4.8) that

(

1

τn
+

κ

2

)

en+1
j,k ≤

(

1

τn
+ κ

)

∥en∥∞ +
3κ

2
∥en+1∥∞ + ∥Rn∥∞. (4.9)

Similarly, one can derive that

(

1

τn
+

κ

2

)

en+1
p,q ≥ −

(

1

τn
+ κ

)

∥en∥∞ −
3κ

2
∥en+1∥∞ − ∥Rn∥∞, (4.10)
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where en+1
p,q = min

0≤l,m≤N−1
en+1
l,m . According to en+1

p,q ≤ en+1
l,m ≤ en+1

j,k , ∀l,m and (4.9)-

(4.10), we obtain

(

1

τn
+

κ

2

)

∥en+1∥∞ ≤

(

1

τn
+ κ

)

∥en∥∞ +
3κ

2
∥en+1∥∞ + ∥Rn∥∞,

which means

∥en+1∥∞ − ∥en∥∞ ≤ κτn
(

∥en∥∞ + ∥en+1∥∞
)

+ τn∥R
n∥∞.

Therefore, for τ ≤ 1
2κ , it follows from Lemma 4.1 that

∥en+1∥∞ ≤ 2tn+1 exp(4κtn+1)Cϕ(τ
2 + h2), (4.11)

which completes the proof.

5 Numerical experiments

In this section, we focus on the conservative AC equation with the double-well potential
function and conduct some numerical examples to substantiate our theoretical analyses
on convergence and the properties of multi-physical structures. For the double-well

case, it follows Ref. [9] that β = 2
√
3

3 , κ = 3 and ϵ = 0.01 are chosen in the whole
numerical simulations. The MBP-preserving iteration (3.7) is adopted for solving the
proposed method (2.4), where the iterative tolerance is set as Tol = 10−14. Since
the solutions of the conservative AC model exhibit a rich diversity of time scales, the
following adaptive time-stepping strategy [41, 42] is considered as follows

τn+1 = max

{

τmin,
τmax

√

1 + η∥∂τϕn∥2h

}

, (5.1)

where ∂τϕ
n = (ϕn+1 − ϕn)/τn, and τmax, τmin denote the predetermined maximum

and minimum time steps, as well as η is chosen by the user to adjust the level of
adaptivity. Here we choose τmax = 10−1, τmin = 10−3 and η = 103.
Example 5.1 (Convergence test). We solve the conservative AC equation (1.4) with
the double-well potential function (1.2) and the following initial condition

ϕ0(x, y) = cos(2πx) cos(2πy), (x, y) ∈ Ω, (5.2)

where the spatial domain is set as Ω = [0, 1]× [0, 1].
To examine the time accuracy, the reference solution is obtained by using the pro-

posed scheme with a small uniform time-step size τ = 10−5 and a spatial mesh size h =
1/256. For fixed N = 256, we consider a non-uniform time steps τk−1 = Tµk/

∑Nt

k=1 µk

for 1 ≤ k ≤ Nt, where µk ∈ (0, 1) are random numbers. The problem is then solved up
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to T = 1. The discrete L∞ error e(Nt) = ∥ϕ(x, T ) − ϕNt∥∞ is recorded in each run
and the convergence order is evaluated as follows

Order =
log
(

e(Nt)/e(2Nt)
)

log
(

τ(Nt)/τ(2Nt)
) , (5.3)

where τ(Nt) represents the maximum time-step size for Nt. The discrete L∞ errors
are summarized in Table 5.1, where the maximum step ratios rmax = maxk τk/τk−1 are
also recorded. It can be easily observed that the proposed scheme can reach a second-
order accuracy in time.

For the spatial accuracy test, the reference solution is computed by the proposed
scheme with τ = 10−5 and N = 1024. For fixed τ = 10−5, we choose the N×N spatial
meshes, where N = 64, 128, 256 or 512. The problem is then solved up to T = 0.1.
The corresponding errors in discrete L∞ norm are summarized in Table 5.2, which
clearly indicates that the proposed scheme is of second-order in space. In a word, the
numerical performances are quantitatively consistent with our theoretical results.

Table 5.1 Time refinement test on non-uniform meshes (ϵ = 0.01,
κ = 3, T = 1, N = 256).

Nt τmax rmax e(Nt) Order

20 1.21e-01 34.81 1.08e-04 -

40 4.79e-02 19.47 1.82e-05 1.93

80 2.39e-02 57.12 4.32e-06 2.06

160 1.25e-02 268.66 1.20e-06 1.96

Table 5.2 Space refinement test (ϵ = 0.01,

κ = 3, T = 0.1, τ = 10−5).

N L∞ error Order

64 6.3108e-07 -

128 1.5623e-07 2.0141

256 3.7281e-08 2.0642

512 7.4585e-09 2.3215

Example 5.2 (The 2D dynamics). To test multi-physical structure-preserving proper-
ties of the proposed scheme, we simulate merging of four drops with an initial condition
given by

ϕ0(x, y) = − tanh

(

(x− 0.3)2 + y2 − 0.22

ϵ2

)

tanh

(

(x+ 0.3)2 + y2 − 0.22

ϵ2

)
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× tanh

(

x2 + (y − 0.3)2 − 0.22

ϵ2

)

tanh

(

x2 + (y + 0.3)2 − 0.22

ϵ2

)

.

The computational domain Ω = [−1, 1]× [−1, 1] is divided uniformly into 256 parts in
each direction.

To examine the performance of the proposed scheme in a long time computing,
the problem is solved till final time t = 1000 by employing the adaptive time-stepping
strategy. The profiles of the phase variable at various times are reported in Figure
5.1, where the four drops coalesce into one single drop due to the surface tension
effect. Meanwhile, the corresponding evolutions of the mass error, the energy and the
supremum norm of the numerical solutions are displayed in Figure 5.2. We observe
that the mass is conserved exactly, the energy decays monotonically, and the discrete
MBP is warranted. These findings are well consistent with the characteristics of multi-
physical structures. As shown in Figure 5.2 (d), the adaptive time step will remain at
its maximum value after the steady state is reached, which means that the adaptive
strategy is very efficient.

Fig. 5.1 The dynamics of four drops merging at t = 1, 10, 50, 100 and 1000 (ϵ = 0.01, κ = 3,
N = 256).
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(a) (b)

(c) (d)

Fig. 5.2 Evolutions for the 2D dynamics (ϵ = 0.01, κ = 3, N = 256). (a) The mass error; (b) the
energy; (c) the supremum norm; (d) the adaptive time step.

Example 5.3 (The 3D dynamics). In this example, we numerically simulate the
evolution of an expanding bubble in three dimensions, governed by the conservative AC
equation with the double-well potential function. The initial value is given by

ϕ0(x, y, z) =

{

−0.5, x2 + y2 + z2 < 0.252,

0.5, otherwise.
(5.4)

The computational domain Ω = [−0.5, 0.5]
3
is uniformly partitioned with the spatial

mesh size h = 1/64.
We test the scheme (2.4) in three dimensions with the adaptive time-step strategy.

The numerical solutions at t = 1, 10, 100, 200 are plotted in Figure 5.3, which shows
that the bubble increases until a steady state. The evolutions of the mass error, the
energy, the supremum norm of the numerical solution and the adaptive time steps
are also given in Figure 5.4. It is easy to find that the mass is conserved exactly, the
energy decays monotonically, and the MBP is well preserved numerically along the
time. Overall, these observations are consistent with the theoretical results.
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Fig. 5.3 Simulated expanding bubbles at t = 1, 10, 100, 200 (ϵ = 0.01, κ = 3, N = 64).

(a) (b)

(c) (d)

Fig. 5.4 Evolutions for the 3D dynamics (ϵ = 0.01, κ = 3, N = 64). (a) The mass error; (b) the
energy; (c) the supremum norm; (d) the adaptive time step.

6 Conclusions

In this paper, we have developed a multi-physical structure-preserving method for
solving the conservative AC equation, where the averaged field method in time and
the central finite difference scheme in space is implemented. According to the theory
of structure-preserving algorithms, we first show that it maintains the mass conser-
vation law and the energy dissipation law at the fully discrete level, consistent with
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the continuum theory. A MBP-preserving linear iteration algorithm is then presented
for solving the developed method. Surprisingly, this iteration is proved to conserve
the discrete MBP and be convergent, which ensures the MBP-preserving property
and unique solvability of the developed method. As a result, our scheme simultane-
ously maintains the mass conservation law, the energy dissipation law and the MBP
of the model. Due to the MBP-preserving property, its maximum norm error esti-
mate is further established on non-uniform time meshes. Numerical examples for the
conservative AC equation with the double-well potential function are presented to
demonstrate that the proposed scheme has second-order accuracy in space-time and
conserves the multi-physical properties, and is very efficient especially when coupled
with an adaptive time-stepping procedure.
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