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Abstract

The minimum energy path (MEP) is the most probable transition path that connects
two equilibrium states of a potential energy landscape. It has been widely used to study
transition mechanisms as well as transition rates in the fields of chemistry, physics, and
materials science. In this paper, we derive a novel result establishing the stability of
MEPs under perturbations of the energy landscape. The result also represents a crucial
step towards studying the convergence of various numerical approximations of MEPs,
such as the nudged elastic band and string methods.

1 Introduction

The long term evolution of physical systems is often characterised by rare transitions
between energy minima on a potential energy landscape. Within transition state theory, the
leading-order contribution to the transition rate is the energy barrier between the minima.
One of the most popular methods for finding the energy barrier is to search for the minimum
energy path (MEP) of the transition (see the review article [10]). This path is also interesting
in its own right in that it provides modellers with insights into transition mechanisms. The
MEP can be viewed as the most probable path of the transition between the minima. The
energy barrier (at the saddle) along the MEP path can then be used to calculate the transition
rate by using approximations such as harmonic transition state theory [2, 9, 21]. The most
widely used techniques for finding the MEP are the nudged elastic band (NEB) method
[11, 12] and the string method [5, 6, 20]. They both iteratively evolve a discretised path of
images in projected steepest descent directions, while keeping a smooth distribution of the
images along the path (see e.g. [3, 7, 8, 22]).

To understand the rationale of modeling, the efficiency and the accuracy of numerical
algorithms from a theoretical point of view, the stability of MEPs plays an important role.
In particular, it is usually required that a small perturbation (or a good approximation) of the
energy landscape does not lead to a large change in the MEP. In spite of the importance of the
stability result, there was very limited work on this aspect. In [4], the authors investigated
the MEP from a dynamical systems point of view and studied the evolution of the path by the
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string method, establishing that the limiting curve is indeed MEP under certain conditions.
In [14], the authors showed that the MEP is uniformly and asymptotically stable is the sense
that any curve near the MEP can be arbitrarily close to it in the Hausdorff distance under
the gradient decent dynamics with long enough evolution time. Based on this stability, they
also proved the convergence of the simplified and improved string method with respect to the
time step and number of images on the curve. Neither of these stability results are strong
enough to derive convergence rates.

The purpose of this paper is to derive a “strong” stability result for the MEP. The novelty
of our approach lies in that, we reformulate the MEP as the the root of an abstract operator,
which is carefully constructed such that its linearisation becomes an isomorphism between
appropriate function spaces. With this approach, we can derive the stability that enables
us to utilize powerful generic perturbation results such as the implicit function theorem to
study the MEP. In particular, it implies that a small perturbation of the energy landscape
will lead to only a small deviation of the MEP, which shed lights on the understanding of
both theoretical and numerical aspects for the MEP. Our analysis also lies the foundation
for our approximation error analysis in [16].

Outline. The rest of this paper is organized as follows. In Section 2, we present the main
results of this paper, including the stability of the MEP, the intuition behind our construction,
and an important application as corollary. In Section 3, we present detailed proofs for the
stability result, and provide a remark showing the necessity of the assumptions. In Section 4,
we prove the corollary by using the stability result. In Section 5, we give some conclusions.

Notations. Let X and Y be Banach spaces with the norm ‖ · ‖X and ‖ · ‖Y respectively.
We will denote by L (X, Y ) the Banach space of all linear bounded operators from X to Y
with the operator norm ‖·‖L (X,Y ). For a given functional F ∈ C2(X) and x ∈ X, we will
denote its first variation and second variation by δF (x) and δ2F (x), respectively. LetH be a
Hilbert space with the norm | · |. For b > a, we denote by C ([a, b];H) the space of continuous
curves in H with the norm ‖ϕ‖C([a,b];H) := supα∈[a,b] |ϕ(α)|; and C1 ([a, b];H) the space of
continuously differentiable curves with the norm ‖ϕ‖C1([a,b];H) := ‖ϕ‖C([a,b];H) + ‖ϕ′‖C([a,b];H).
For a functional E ∈ C2(H) and y ∈ H, we will denote the gradient by ∇E(y), i.e., the
Riesz-representer of the first variation δE(y). And we will denote by ∇2E(y) : H → H
the Hessian of E (i.e. the Jacobian of ∇E), with the inner product (∇2E(y)x1, x2) being
the Riesz representation of the second variation 〈δ2E(y)x1, x2〉 for x1, x2 ∈ H. We will use
C to denote a generic positive constant that may change from one line to the next. The
dependencies of C on model parameters (in our context, the energy landscape) will normally
be clear from the context or stated explicitly.

2 Main results

2.1 The Minimum energy path and its stability

Let E : H → R be a potential energy functional, where the configuration space H is
a Hilbert space with the inner product (·, ·) and the norm | · | :=

√
(·, ·). A configuration

y ∈ H could encode an atomic configuration, a crystalline structure, a phase field, and many
other examples. Throughout this paper, we will assume that E ∈ C3(H). This regularity
assumption is required because we need the Hessian ∇2E to be C1 in our analysis.

Given an energy functional E, we call y ∈ H a critical point if ∇E(y) = 0. We call a
critical point y a strong local minimizer if the Hessian ∇2E(y) ∈ L (H) is positive definite,
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which means there is a positive constant C > 0 such that(
∇2E(y)u, u

)
≥ C|u|2 ∀ u ∈ H. (2.1)

We call a critical point y an index-1 saddle point if∇2E(y) has exactly one negative eigenvalue
while the rest spectrum are positive. That is to say, there exist λ1 < 0 and v1 ∈ H such that{

∇2E(y)v1 = λ1v1, and(
∇2E(y)u, u

)
≥ C|u|2 ∀ u ∈ H, (u, v1) = 0.

(2.2)

For the sake of brevity, we will omit the qualifiers “strong” and “index-1” and simply say
“local minimizer” and “saddle point”. We assume throughout that E has at least two local
minimizers on the energy landscape, denoted by yAM ∈ H and yBM ∈ H respectively.

A minimum energy path (MEP) is a curve ϕ ∈ C1
(
[0, 1];H

)
connecting yAM and yBM whose

tangent is everywhere parallel to the gradient except at the critical points. To give a rigorous
definition of the MEP, we first introduce the projection operators Pv , P

⊥
v : H → H, given a

v ∈ H \ {0},
Pvy :=

(
y,

v

|v|

) v
|v|

and P⊥v := I − Pv,

where I is the identity operator. We first define the admissible class for “regular” curves
connecting the minimizers yAM and yBM as

A :=
{
ϕ ∈ C1

(
[0, 1];H

)
: ϕ(0) = yAM , ϕ(1) = yBM , ϕ

′(α) 6= 0 ∀ α ∈ [0, 1]
}
.

Then, a MEP connecting the minimizers yAM and yBM is a solution of the following problem:
Find ϕ ∈ A such that {

P⊥ϕ′(α)∇E
(
ϕ(α)

)
= 0 ∀ α ∈ [0, 1], (2.3a)

Γ(ϕ) = 0, (2.3b)

where the operator Γ : C1([0, 1];H)→ C1([0, 1]; R) is given by

Γ(ϕ)(α) :=

∫ α

0

|ϕ′(s)| ds− α
∫ 1

0

|ϕ′(s)| ds for α ∈ [0, 1].

Note that (2.3a) indicates that the gradient∇E
(
ϕ(α)

)
vanishes in the subspace perpendicular

to the tangent ϕ′(α), which is well-defined since ϕ ∈ A . Further, (2.3b) enforces the curve
to be parameterized by normalized arc length, which removes the redundancy due to re-
parameterization.

If ϕ̄ is a solution of (2.3), since yAM and yBM are local minimizers, there exists an s̄ ∈ (0, 1)
with yS = ϕ̄(s̄) ∈ H such that the energy E(yS) reaches the maximum along the MEP. This
implies that ∇E(yS) vanishes in the tangent direction ϕ̄′(s̄) and thus it is a critical point.
Since the energy E(yS) is a maximum along the tangent ϕ̄′(s̄), we generically expect that
the Hessian ∇2E(yS) has at least one negative eigenvalue. For the sake of simplicity of the
analysis, we will assume throughout this paper that

(A) yAM , yS, y
B
M are the only critical points along the MEP ϕ̄. Moreover, yAM and yBM are

strong minimizers, while yS = ϕ̄(s̄) is an index-1 saddle.
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Although (A) is natural and will be satisfied by many (if not most) MEPs one encounters
in practice, there are also cases where this assumption fails. For example, in [15] examples
are given where there is more than one index-1 saddle along an MEP. Our theory can be
generalized to these cases by adjusting the formulations, provided that all critical points
along the MEP satisfy certain stability conditions. On the other hand, the strong stability
assumption on the critical points cannot be readily weakened.

We observe by a direct calculation (see Lemma 3.1) that, if ϕ̄ ∈ C2
(
[0, 1];H

)
solves

(2.3), then ϕ̄′(0), ϕ̄′(s̄) and ϕ̄′(1) are eigenvectors of the Hessians ∇2E(yAM), ∇2E(yS) and
∇2E(yBM), respectively. This implies that the MEP has to go through the critical points in
the direction of some eigenvector of the corresponding Hessian. The following assumption
formalizes the requirement that there is a unique optimal path to exit the energy minimizer.

(B) Let σA, σB be the eigenvalues associated, respectively, with the eigenvectors ϕ̄′(0) and
ϕ̄′(1). We assume that (i) they are lower bounds of the spectrum of ∇2E(yAM) and
∇2E(yBM), respectively; and (ii) they are simple and isolated eigenvalues.

Next, we rewrite the MEP equation (2.3) in a form more convenient for our analysis. Let

Y :=
{
f ∈ C ([0, 1];H) : f(0) = f(1) = 0, f is differentiable at α = 0, s̄ , 1

}
(2.4)

be the image space equipped with the following norm:

‖f‖Y :=

∥∥∥∥ f(α)

α(α− 1)

∥∥∥∥
C((0,1);H)

+

∥∥∥∥f(α)− f(s̄)

α− s̄

∥∥∥∥
C([0,s̄)∪(s̄,1];H)

. (2.5)

Then, we define F : A → Y by

F (ϕ)(α) := P⊥ϕ′(α)∇E
(
ϕ(α)

)
− |ϕ

′(α)| − L(ϕ)

L(ϕ)
Pϕ′(α)∇E

(
ϕ(α)

)
(2.6)

+
α(α− 1)|ϕ′(α)|

s̄(s̄ − 1)L(ϕ)
Pϕ′(α)∇E

(
ϕ(s̄)

)
+ (σA + σB)

(
Γ(ϕ)(α)− α(α− 1)

s̄(s̄ − 1)
Γ(ϕ)(s̄)

)
ϕ′(α)

|ϕ′(α)|
,

for α ∈ [0, 1], where L : C1([0, 1];H)→ R is the length function,

L(ϕ) :=

∫ 1

0

|ϕ′(s)| ds.

The weights α−1(α − 1)−1, (α − s̄)−1 in the Y -norm (2.5) and in the construction of F are
crucial for the stability analysis. We will provide an intuitive explanation in Section 2.2, why
F is formulated like this and how it affects the stability of MEP. The following lemma shows
that the range of F is in Y , the proof of which is given in Section 3.

Lemma 2.1. F (ϕ) ∈ Y for any ϕ ∈ A .

Now we can rewrite the MEP equation as follows: Find ϕ ∈ A such that

F (ϕ) = 0. (2.7)

The first term in (2.6) is perpendicular to the tangent direction ϕ′, which is exactly the same
as the left-hand side of (2.3a). The three remaining terms in (2.6) are parallel to the tangent
ϕ′ and are designed to enforce the curve to be parameterized by normalized arc length. We
can show some equivalence of (2.3) and (2.7) in the following lemma, whose proof is given in
Section 3.
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Lemma 2.2. Assume that ϕ̄ ∈ A solves (2.3) and (A) is satisfied. Then ϕ̄ is a solution of
(2.7). Moreover, let ϕ ∈ A be a solution of (2.7) and let

ϕ̃

(∫ α
0
|ϕ′(s)| ds

L(ϕ)

)
:= ϕ(α) for α ∈ [0, 1], (2.8)

then ϕ̃ ∈ A and solves (2.3).

Since E ∈ C3, we have that F is C1 in a neighbourhood of A . We will denote the first
variation of F by δF : X → Y with

X :=
{
ψ ∈ C1([0, 1];H) : ψ(0) = ψ(1) = 0

}
,

equipped with the norm ‖ψ‖X := ‖ψ‖C1([0,1];H). The detailed expression for δF will be given
in Section 3. The following theorem is the main result of this paper, stating the continuity
and stability of δF .

Theorem 2.1. Assume that ϕ̄ ∈ C2
(
[0, 1];H

)
solves (2.7) and (A) is satisfied.

(i) Then there exists a δ0 > 0 such that for ϕ1, ϕ2 ∈ Bδ0(ϕ̄) ⊂ A ,

‖F (ϕ1)−F (ϕ2)‖Y ≤ C0‖ϕ1 − ϕ2‖X and

‖δF (ϕ1)− δF (ϕ2)‖L (X,Y ) ≤ C1‖ϕ1 − ϕ2‖X .

where C0 and C1 are positive constants that depend only on δ0, E and ϕ̄.

(ii) If (B) is also satisfied, then δF (ϕ̄) is an isomorphism. In particular, there exists a
constant γ > 0 depending only on E and ϕ̄ such that

‖δF (ϕ̄)−1‖L (Y,X) ≤ γ. (2.9)

Remark 2.1. The condition (B) is necessary for the stability of MEP since it enforces a
unique direction along which the MEP can leave the minimizers, i.e. along the lowest-lying
eigenvector ϕ̄′. If the corresponding eigenvalue at the minimizer is degenerate, then any per-
turbation within the eigenspace of this degenerated eigenvalue (which could be relatively large)
may give rise to very small force. In Section 3.4, we provide an example to demonstrate the
loss of stability due to this degeneracy. Moreover, if σA or σB are not the lowest eigenval-
ues, then a curve may favor leaving the minimizers along the lowest-lying eigenvector (which
is not consistent with ϕ̄′). We provide in Section 3.4 an example when δF (ϕ̄) is not an
isomorphism in such a situation.

We also remark on the, maybe surprising, fact that we did not require any assumption
of stability of the potential energy orthogonal to the path (e.g., positivity of the hessian in
directions normal to the MEP). While such a condition would be physically natural it is
not required in our stability analysis since the stability is obtained via integrating a carefully
formulated ODE along the path.
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Figure 2.1: MEP (red line) and a curve with oscillations near the critical points (solid
black curve). The force in the C-norm, ‖F (ϕ)‖C([0,1];H), is small despite of large deviation
in C1-norm, ‖ϕ− ϕ̄‖C1([0,1];H).

2.2 Motivation of the stability analysis

In this subsection, we provide a motivation behind the construction of F and the weighted
Y -norm. Moreover, we will give an intuitive explanation on why the stability result in
Theorem 2.1 (ii) can hold. Our stability result means that for a curve near the MEP, its
deviation to the MEP can be controlled by its force under appropriate norms. We equip the
curve with the C1-norm and the force with the Y -norm (2.5), and formulate the stability of
MEP as

‖ϕ− ϕ̄‖X ≤ C‖F (ϕ)‖Y
for any ϕ ∈ A in some neighborhood of ϕ̄.

The deviation in C1-norm of a curve is determined by its oscillation and parameterization.
A key observation is that for a regular path ϕ ∈ A , even if the force on the path has a small
C-norm, it is still possible that the curve has strong oscillations near the critical points,
yAM , yS, y

B
M (see Figure 2.1 for a schematic plot). However, replacing the C-norm with a

suitably weighted variant, namely the Y−norm (2.5), prevents such oscillations.
To see this, we first consider the deviation at the minimizers at α = 0, 1. We obtain by a

direct computation that

lim
α→0+

F (ϕ)(α)

α(α− 1)
= P⊥ϕ′(0)∇2E(yAM)ϕ′(0)− |ϕ

′(0)| − L(ϕ)

L(ϕ)
Pϕ′(0)∇2E(yAM)ϕ′(0). (2.10)

Recall that the MEP goes through the minimizer yAM in the direction of an eigenvector of the
Hessian ∇2E(yAM). The first term of the right hand side in (2.10) is perpendicular to tangent
ϕ′(0) and it can prevent the oscillation at the minimizer yAM . The second term of the right
hand side in (2.10) is parallel to the tangent and it can control the parameterization by the
coefficient |ϕ′(0)| − L(ϕ).

We turn to the deviation at the saddle at α = s̄ . We observe from (2.6) that

F (ϕ)(s̄)

s̄(s̄ − 1)
=
∇E

(
ϕ(s̄)

)
s̄(s̄ − 1)

,

which restricts the distance between ϕ(s̄) and the saddle yS. Then, we obtain from a direct
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computation that

lim
α→s̄

F (ϕ)(α)−F (ϕ)(s̄)

α− s̄
= P⊥ϕ′(s̄)∇2E

(
ϕ(s̄)

)
ϕ′(s̄)

− |ϕ
′(s̄)| − L(ϕ)

L(ϕ)
Pϕ′(s̄)∇2E

(
ϕ(s̄)

)
ϕ′(s̄) + (σA + σB)

(
|ϕ′(s̄)| − L(ϕ)

) ϕ′(s̄)

|ϕ′(s̄)|
. (2.11)

With the fact that ϕ(s̄) is near the saddle yS, the first term of the right hand side in (2.11)
could prevent the oscillation at the saddle. Besides, since the corresponding eigenvalue of
ϕ̄′(s̄) is λ̄′(s̄) < 0 (see Lemma 3.1 (ii)) while σA, σB > 0, the second and third terms of the
right hand side in (2.11) could control the parameterization at s̄ .

For the deviation between the critical points, since the gradient never vanishes, the com-
ponent of the force perpendicular to the tangent P⊥ϕ̄′∇E(ϕ̄) could control the angle between
the tangent and the gradient. Thus it can prevent the oscillation. Moreover, the tangential
force will naturally bound the parameterization.

2.3 Applications

The stability result in Theorem 2.1 implies in particular that a small perturbation of
the potential energy model gives rise to a small perturbation in the resulting MEP. In this
section we state a concrete corollary explaining this statement in more detail. But one can
expect even more general consequences for the stability of the MEP under perturbations of
the entire MEP equations which in particular leads to novel analyses of the nudged elastic
band and string methods that are explored in full detail in [16].

Fix an arbitrary ε > 0. Let Uε :=
⋃
α∈[0,1]Bε(ϕ̄(α)) where Bε(y) := {ỹ ∈ H : |ỹ− y| ≤ ε}.

Let Hδ be a sequence of subspaces of H and let Eδ ∈ C2(Hδ; R) be an energy functional
approximating E|Hδ . We assume consistency of this perturbed model, that is,

sup
y∈Uε

inf
yδ∈Hδ

|yδ − y|+ ‖Eδ − E‖C2(Uε∩Hδ) → 0 as δ → 0. (2.12)

From assumption (A), if δ is sufficiently small (to ensure stability of the perturbed problem),
then there exist two minimizers yAM,δ, y

B
M,δ of Eδ satisfying

|yAM,δ − yAM | ≤ C‖Eδ − E‖C1(Uε∩Hδ) + C inf
yδ∈Hδ

|yδ − yAM |,

|yBM,δ − yBM | ≤ C‖Eδ − E‖C1(Uε∩Hδ) + C inf
yδ∈Hδ

|yδ − yBM |.
(2.13)

Define

Aδ :=
{
ϕ ∈ C1

(
[0, 1];Hδ

)
: ϕ(0) = yAM,δ, ϕ(1) = yBM,δ, ϕ

′(α) 6= 0 ∀ α ∈ [0, 1]
}
.

Then, a MEP in the perturbed model, connecting yAM,δ and yBM,δ, is the solution of the
following problem: Find ϕ ∈ Aδ such that{

P⊥ϕ′(α)∇Eδ
(
ϕ(α)

)
= 0 ∀ α ∈ [0, 1],

Γ(ϕ) = 0.
(2.14)

Corollary 2.1. Let ϕ̄ ∈ C2
(
[0, 1];H

)
be the solution of (2.3) and assume that (A) and (B)

are satisfied. If δ is sufficiently small, then (2.14) has a solution ϕ̄δ ∈ Aδ such that

‖ϕ̄− ϕ̄δ‖C1([0,1];H) ≤ C‖Eδ − E‖C1(Uε∩Hδ) + C inf
ϕδ∈Aδ

‖ϕδ − ϕ̄‖C1([0,1];H), (2.15)

where the constant C depends only on E and ϕ̄.
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3 Proofs: Stability of the MEP

In this section, we will perform a careful analysis on the linearized operator δF and
provide a proof for Theorem 2.1. We first provide some notations and preliminary results,
then give the explicit formulation of δF and show its continuity, and finally prove that the
linearized MEP operator δF (ϕ̄) is an isomorphism.

3.1 Some preliminaries

We first define a function that measures the gradient of the MEP along the tangent,

λ̄(α) :=
1

L(ϕ̄)2

(
∇E

(
ϕ̄(α)

)
, ϕ̄′(α)

)
for α ∈ [0, 1]. (3.1)

It will be heavily used throughout our analysis. We immediately see from (2.3a) and the fact
|ϕ̄′| ≡ L(ϕ̄) that

∇E
(
ϕ̄(α)

)
= λ̄(α)ϕ̄′(α) for α ∈ [0, 1], (3.2)

which is the equation often used to define the MEP [15, 19]. We state some properties of λ̄
in the following lemma, from which we see that σA = λ̄′(0) and σB = λ̄′(1).

Lemma 3.1. Let ϕ̄ ∈ C2
(
[0, 1];H

)
be the solution of (2.3). If (A) is satisfied, then

(i)
(
λ̄′(0), ϕ̄′(0)

)
,
(
λ̄′(s̄), ϕ̄′(s̄)

)
and

(
λ̄′(1), ϕ̄′(1)

)
are eigenpairs of the Hessians ∇2E(yAM),

∇2E(yS) and ∇2E(yBM), respectively;

(ii) λ̄′(0) > 0, λ̄′(1) > 0 and λ̄′(s̄) < 0; and

(iii) there exist positive constants c, c̄ depending only on ϕ̄, such that

c ≤
∣∣∣∣ λ̄(α)

α(α− s̄)(α− 1)

∣∣∣∣ ≤ c̄ ∀ α ∈ (0, s̄) ∪ (s̄ , 1). (3.3)

Proof. Since the gradient vanishes at the critical points, we have λ̄(0) = λ̄(s̄) = λ̄(1) = 0.
Taking the derivative with respect to α on both sides of (3.2), we obtain

∇2E
(
ϕ̄(α)

)
ϕ̄′(α) = λ̄′(α)ϕ̄′(α) + λ̄(α)ϕ̄′′(α). (3.4)

Note that the second term on the right-hand side of (3.4) vanishes when α = 0, s̄ , 1, hence

∇2E
(
ϕ̄(α)

)
ϕ̄′(α) = λ̄′(α)ϕ̄′(α) for α = 0, s̄ , 1.

We then obtain λ̄′(0) > 0 and λ̄′(1) > 0 from assumption (A) that the end points are
strongly stable minimizers. From the definition (3.1) and the MEP equation (2.3), we see
that λ̄(α) = 0 if and only if ϕ̄(α) is a critical point. Since yAM , yS and yBM are the only three
critical points on the MEP (from assumption (A)), we can deduce from λ̄′(0) > 0, λ̄′(1) > 0
and the continuity of λ̄ that λ̄(α) > 0 for α ∈ (0, s̄) and λ̄(α) < 0 for α ∈ (s̄ , 1). This implies
λ̄′(s̄) ≤ 0. Invoking the fact that λ̄′(s̄) is an eigenvalue and assumption (A) that yS is an
index-1 saddle, we see that the only possibility is λ̄′(s̄) < 0.

Finally, (iii) is an immediate consequence of (ii) and the fact that λ̄ has no roots other
than α = 0, s̄ , 1.
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Lemma 3.2. If f ∈ X ⊂ Y , then we have ‖f‖Y ≤ 3‖f‖X .

Proof. For any f ∈ X, we have∣∣∣∣f(α)− f(s̄)

α− s̄

∣∣∣∣ =

∣∣∣∣
∫ α
s̄
f ′(s) ds

α− s̄

∣∣∣∣ ≤ ‖f‖X for α ∈ [0, 1]\{s̄}. (3.5)

Using f(0) = 0, we have∣∣∣∣ f(α)

α(α− 1)

∣∣∣∣ =

∣∣∣∣
∫ α

0
f ′(s) ds

α(α− 1)

∣∣∣∣ ≤ 2‖f‖X for α ∈
(
0,

1

2

]
.

An analogous estimate holds for α ∈ [1
2
, 1), which together with (3.5) yields the result.

We then rewrite (2.6) as

F (ϕ) = ∇E(ϕ)− |ϕ
′|

L(ϕ)
Pϕ′τ(ϕ) + (σA + σB)ρ(ϕ)

ϕ′

|ϕ′|
, (3.6)

where τ : A → X and ρ : A → C1([0, 1]; R) are given by

τ(ϕ)(α) := ∇E
(
ϕ(α)

)
− α(α− 1)

s̄(s̄ − 1)
∇E

(
ϕ(s̄)

)
and (3.7)

ρ(ϕ)(α) := Γ(ϕ)(α)− α(α− 1)

s̄(s̄ − 1)
Γ(ϕ)(s̄) for α ∈ [0, 1]. (3.8)

Now we are ready to prove Lemma 2.1 and Lemma 2.2, which state that the range of
F is in Y and that the problem (2.3) is equivalent to (2.7), respectively. For simplicity of
notation, we suppress the dependence on α in the rest of this paper, whenever it is clear from
the context.

Proof of Lemma 2.1. Since ρ(ϕ)(0) = ρ(ϕ)(1) = τ(ϕ)(0) = τ(ϕ)(1) = 0 for any ϕ ∈ A , we
see from (3.6) that F (ϕ)(0) = F (ϕ)(1) = 0.

From the regularity of E, we have ∇E(ϕ), τ(ϕ) ∈ X ⊂ Y . Since ϕ ∈ C1 and ϕ′ 6= 0 for
any ϕ ∈ A , we have that ϕ′

|ϕ′| ∈ C([0, 1];H). By using the continuity of ϕ′, the regularity of

E, and the facts that τ(ϕ)(s̄) = 0 and ρ(ϕ)(s̄) = 0, we have that the limit

lim
α→s̄

F (ϕ)(α)−F (ϕ)(s̄)

α− s̄

exists. This implies that F (ϕ) is differentiable at s̄ . By an analogous argument, we see that
F (ϕ) is also (one-sided) differentiable at 0, 1. Therefore, we have F (ϕ) ∈ Y .

Proof of Lemma 2.2. Let ϕ̄ be the solutions of (2.3). Taking derivative of on both sides of
(2.3b) yields

|ϕ̄′(α)| − L(ϕ̄) = 0 for α ∈ [0, 1].

Together with ∇E
(
ϕ̄(s̄)

)
= 0 and (2.3), we obtain F (ϕ̄) = 0, i.e., ϕ̄ solves (2.7).

If ϕ is a solution of (2.7), we see from the first term in (2.6) that ϕ satisfies (2.3a). After
re-parameterization by normalized arc length, (2.3b) is satisfied while (2.3a) still holds.
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3.2 The linearized operator

For ϕ ∈ A , the first variation δF (ϕ) : X → Y can be obtained by a direct calculation

δF (ϕ)ψ = ∇2E(ϕ)ψ − |ϕ
′|

L(ϕ)
Pϕ′δτ(ϕ)ψ − δ

(
|ϕ′|
L(ϕ)

Pϕ′

)
ψτ(ϕ)

+ (σA + σB)

(
δρ(ϕ)ψ

ϕ′

|ϕ′|
+ ρ(ϕ)

P⊥ϕ′ψ

|ϕ′|

)
, (3.9)

where

δ

(
|ϕ′|
L(ϕ)

Pϕ′

)
ψ =

|ϕ′|
L(ϕ)

(
P⊥ϕ′

ψ′(ϕ′)T

|ϕ′|2
+
ϕ′(ψ′)T

|ϕ′|2
P⊥ϕ′

)
+

1

L(ϕ)

(
ϕ′Tψ′

|ϕ′|
− |ϕ

′|
L(ϕ)

∫ 1

0

ϕ′(s)Tψ′(s)

|ϕ′(s)|
ds

)
Pϕ′ ,

and (
δτ(ϕ)ψ

)
(α) = ∇2E

(
ϕ(α)

)
ψ(α)− α(α− 1)

s̄(s̄ − 1)
∇2E

(
ϕ(s̄)

)
ψ(s̄) for α ∈ [0, 1],

δρ(ϕ)ψ = δΓ(ϕ)ψ − α(α− 1)

s̄(s̄ − 1)

(
δΓ(ϕ)ψ

)
(s̄),

δΓ(ϕ)ψ(α) =

∫ α

0

ϕ′(s)Tψ′(s)

|ϕ′(s)|
ds− α

∫ 1

0

ϕ′(s)Tψ′(s)

|ϕ′(s)|
ds for α ∈ [0, 1].

From the above expressions, we can easily show that F and δF are both Lipschitz in any
bounded C1-neighborhood of the MEP ϕ̄. This completes the proof of Theorem 2.1 (i).

3.3 δF (ϕ̄) is an isomorphism

The first variation (3.9) at the MEP ϕ = ϕ̄ can be simplified considerably by using (3.2),

δF (ϕ̄)ψ(α) = P⊥ϕ̄′(α)

(
∇2E

(
ϕ̄(α)

)
ψ(α)− λ̄(α)ψ′(α)

)
+
α(α− 1)

s̄(s̄ − 1)
Pϕ̄′(α)∇2E

(
ϕ̄(s̄)

)
ψ(s̄)

+

(
(σA + σB)

((
δΓ(ϕ̄)ψ

)
(α)− α(α− 1)

s̄(s̄ − 1)

(
δΓ(ϕ̄)ψ

)
(s̄)

)
− λ̄(α)

(
δΓ(ϕ̄)ψ

)′
(α)

)
ϕ̄′(α)

|ϕ̄′(α)|
,

(3.10)

for α ∈ [0, 1], where λ̄ is defined in (3.1).
In order to show that the operator δF (ϕ̄) is an isomorphism, i.e. Theorem 2.1 (ii), we

must establish the existence and stability of a solution for the following problem: Given
f ∈ Y , find ψ ∈ X such that

δF (ϕ̄)ψ = f. (3.11)

The proof consists of three steps. First, we restrict the problem (3.11) in the subspace
perpendicular to the tangent direction ϕ̄′ and derive an ODE system on a Hilbert space.
Secondly, we show that δF (ϕ̄) is a bijection by proving that the ODE system has a unique
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solution. Finally, we derive the stability (2.9) by using the boundedness of δF (ϕ̄) and the
open mapping theorem.

As the linearized MEP operator (3.10) has completely different behavior in the tangent
direction ϕ̄′ and in the subspace ϕ̄′⊥, we will split the problem into these two subspaces. Let
ttt := ϕ̄′/|ϕ̄′|. We represent the trial function ψ in (3.11) by

ψ(α) = β0(α)ttt(α) + ψ⊥(α) for α ∈ [0, 1], (3.12)

with (ψ⊥, ttt) = 0.
We first consider the problem (3.11) in the subspace perpendicular to the tangent direction

ξ0. By substituting (3.12) into (3.11) and applying the projection P⊥ϕ̄′ to both sides, we can
obtain by a direct calculation with (3.4) that

λ̄(α)ψ′⊥(α) =
(
B(α) + λ̄(α)D(α)

)
ψ⊥(α)− P⊥ϕ̄′(α)f(α) for α ∈ [0, 1], (3.13)

where B(α) := P⊥ϕ̄′(α)∇2E
(
ϕ̄(α)

)
P⊥ϕ̄′(α) and D(α) : H → H is given by

D(α)y = −
(
y, ttt′(α)

)
ttt(α)−

(
y, ttt(α)

)
ttt′(α).

Note that the ODE (3.13) is independent of β0.
Let

H⊥(α) :=
{
y ∈ H :

(
y, ϕ̄′(α)

)
= 0
}

for α ∈ [0, 1].

Since ϕ̄ ∈ C2
(
[0, 1];H

)
, there exists a Hilbert space H⊥ and a family of isometries Q(α) :

H⊥ → H⊥(α) for α ∈ [0, 1] satisfying Q ∈ C1
(
[0, 1]; L (H⊥,H)

)
. The image of Q(α) is

H⊥(α), which is a subspace of H. Let β⊥(α) := Q(α)−1ψ⊥(α) for α ∈ [0, 1]. Then the ODE
(3.13) can be rewritten as{

λ̄(α)β′⊥(α) = A(α)β⊥(α) + g(α) for α ∈ [0, 1],

β⊥(0) = β⊥(1) = 0,
(3.14)

where

A(α) := Q(α)−1B(α)Q(α)− λ̄(α)
(
Q(α)−1D(α)Q(α)−Q(α)−1Q′(α)

)
, (3.15)

g(α) := −Q(α)−1P⊥ϕ̄′(α)f(α). (3.16)

The advantage of (3.14) over (3.13) is that the unknown β⊥(α) now lies in a space H⊥ that
is independent of α.

To write the problem in the tangent direction ϕ̄′, we substitute (3.12) into (3.11) and take
the inner product with ttt on both sides to derive the equation for β0

λ̄(α)β′0(α) = (σA + σB)

(
β0(α)− α(α− 1)

s̄(s̄ − 1)
β0(s̄)

)
+ λ̄′(s̄)

α(α− 1)

s̄(s̄ − 1)

(
ttt(α), ttt(s̄)

)
β0(s̄)

+
α(α− 1)

s̄(s̄ − 1)

(
∇2E(ϕ̄(s̄))ψ⊥(s̄), ttt(α)

)
−
(
f(α), ttt(α)

)
+G(ψ⊥)(α) for α ∈ [0, 1],

(3.17)
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where G : C1([0, 1];H)→ C([0, 1]; R) is given by

G(ψ⊥)(α) := (σA + σB)

(
Ĝ(ψ⊥)(α)− α(α− 1)

s̄(s̄ − 1)
Ĝ(ψ⊥)(s̄)

)
− λ̄(α)Ĝ(ψ⊥)′(α) with

Ĝ(ψ⊥)(α) :=

∫ α

0

(
ψ′⊥(s), ttt(s)

)
ds− α

∫ 1

0

(
ψ′⊥(s), ttt(s)

)
ds.

Since the tangential equation (3.17) depends on ψ⊥ (and hence β⊥) but (3.14) does not
depend on β0, we will first focus on the problem (3.14) in the subspace ϕ̄′⊥.

We first restrict the problem (3.14) to the interval [s̄ , 1]. The interval [0, s̄ ] can be analyzed
with the same arguments. Thus, we consider the following problem:{

λ̄(α)β′⊥(α) = A(α)β⊥(α) + g(α) for α ∈ [s̄ , 1],

β⊥(1) = 0.
(3.18)

The main difficulty lies in that the prefactor λ̄(α) vanishes at the critical points, λ̄(s̄) =
λ̄(1) = 0, which makes the standard arguments for ODE analysis fail. In our proof, we will
first analyze the behavior of (3.18) near the critical points via semigroup theory, and then
show the existence of β⊥ over [s̄ , 1] by a perturbation argument.

For completeness of the presentation, we briefly review the semigroup theory, starting
with the definition of a sectorial operator.

Definition 3.1. [17, Definition 2.0.1] A linear operator A on a Banach space B is a sectorial
operator if there are constants ω ∈ R, θ ∈ (π

2
, π), M > 0 such that

ρ(A) ⊃ Sω,θ := {λ ∈ C : λ 6= ω, |arg(λ− ω)| < θ} and

‖(λI − A)−1‖L (B) ≤
M

|λ− ω|
∀ λ ∈ Sω,θ.

(3.19)

For t > 0, (3.19) allows us to define a linear bounded operator etA on B, by means of the
Dunford integral

etA =
1

2πi

∮
ω+γr,θ′

etλ(λI − A)−1 dλ, (3.20)

where r > 0, θ′ ∈ (π
2
, θ) and γr,θ′ is a contour {λ ∈ C : |argλ| = θ′, |λ| ≥ r} ∪ {λ ∈

C : |argλ| ≤ θ′, |λ| = r} that oriented counterclockwise. We also set

e0Ax = x ∀ x ∈ B. (3.21)

Definition 3.2. [17, Definition 2.0.2] Let A ∈ L (B) be a sectorial operator. The family
{etA : t ≥ 0} defined by (3.20) and (3.21) is said to be the analytic semigroup generated by
A in B.

The following lemma presents some basic properties of the analytic semigroup.

Lemma 3.3. [17, Proposition 2.0.1] Let A ∈ L (B) be a sectorial operator satisfying (3.19)
and etA be the analytic semigroup generated by A, then

‖etA‖L (B) ≤ Ceωt and
d

dt
etA = AetA ∀ t > 0.
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Now we come back to analyze (3.18). Define

ωS := inf{λ : λ ∈ σ
(
∇2E(yS)

)
, λ > 0} and

ωB := inf{λ : λ ∈ σ
(
∇2E(yBM)

)
, λ 6= σB}. (3.22)

Let A(α) be the operator given in (3.15), the following lemma shows that −A(α) at the
critical points are sectorial.

Lemma 3.4. Let ϕ̄ ∈ C2
(
[0, 1];H

)
be the solution of (2.3), λ̄ be given by (3.1) and A be the

operator-valued function defined in (3.15). If assumptions (A) and (B) are satisfied, then
−A(s̄) and −A(1) are sectorial operators, and A belongs to C1

(
[s̄ , 1]; L (H⊥)

)
.

Proof. We see from (B) that B(s̄)|H⊥(s̄) and B(1)|H⊥(1) are positive definite operators, and

σ
(
B(s̄)|H⊥(s̄)

)
⊂ [ωS,+∞), σ

(
B(1)|H⊥(1)

)
⊂ [ωB,+∞). Since Q(α) : H⊥(α) → H⊥ is an

isometry, we have from λ̄(s̄) = λ̄(1) = 0 that

σ
(
A(s̄)

)
= σ

(
Q(s̄)−1B(s̄)Q(s̄)

)
⊂ [ωS,+∞) and

σ
(
A(1)

)
= σ

(
Q(1)−1B(1)Q(1)

)
⊂ [ωB,+∞).

This leads to
ρ(−A(s̄)) ⊃ S−ωS , 34π

and ρ(−A(1)) ⊃ S−ωB , 34π
.

Since A(s̄) ∈ L (H⊥) there exists a constant C > 0 depending on A(s̄) such that

‖
(
λI + A(s̄)

)−1‖L (H⊥) ≤
1

|λ| − ‖A(s̄)‖L (H⊥)

≤ C

|λ+ ωS|
, (3.23)

for λ ∈ S(−ωS, 3
4
π) and |λ| ≥ 2‖A(s̄)‖L (H⊥). For λ ∈ S(−ωS, 3

4
π) and |λ| ≤ 2‖A(s̄)‖L (H⊥),

‖
(
λI + A(s̄)

)−1‖L (H⊥) has an upper bound and thus (3.23) holds for some constant C de-
pending on A(s̄). This implies that −A(s̄) is a sectorial operator. A similar argument yields
that −A(1) is also a sectorial operator.

From E ∈ C3(H) and ϕ̄ ∈ C2
(
[0, 1];H

)
, we see that B(α) is differentiable in [0, 1].

Combining this with the facts that Q ∈ C1
(
[0, 1]; L (H⊥,H)

)
and λ̄(s̄) = λ̄(1) = 0, we have

that the operator-valued function A ∈ C1
(
[s̄ , 1]; L (H⊥)

)
.

The following two lemmas give the behavior of (3.18) near the critical points.

Lemma 3.5. Let ϕ̄ ∈ C2
(
[0, 1];H

)
be the solution of (2.3) and λ̄ be given by (3.1). Assume

that (A) and (B) are satisfied. Let δ ∈ (0, 1−s̄
2

) and h(α) ∈ C
(
[s̄ , s̄ + δ];H⊥

)
be differentiable

at s̄. Then there is a unique β ∈ C1
(
[s̄ , s̄ + δ];H⊥

)
solving

λ̄(α)β′(α) = A(s̄)β(α) + h(α) for α ∈ [s̄ , s̄ + δ]. (3.24)

Moreover, there exists a positive constant CS depending only on λ̄ and A(s̄), such that

‖β′‖C([s̄,s̄+δ];H⊥) ≤ CS

(∥∥∥∥h(α)− h(s̄)

α− s̄

∥∥∥∥
C((s̄,s̄+δ];H⊥)

+ ‖h(s̄)‖H⊥

)
. (3.25)
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Proof. Using λ̄(s̄) = 0 and taking α = s̄ in (3.24) yields

β(s̄) = −A(s̄)−1h(s̄). (3.26)

We can now substitute

β̃(α) := β(α)− β(s̄) and h̃(α) := h(α)− h(s̄) for α ∈ [s̄ , s̄ + δ] (3.27)

and observe that β solves (3.24) if and only if β̃ solves{
λ̄(α)β̃′(α) = A(s̄)β̃(α) + h̃(α) for α ∈ [s̄ , s̄ + δ],

β̃(s̄) = 0.
(3.28)

Multiplying both sides of (3.28) by λ̄(α)−1, we obtain

β̃′(α) =
A(s̄)

λ̄(α)
β̃(α) +

h̃(α)

λ̄(α)
for α ∈ (s̄ , s̄ + δ]. (3.29)

Since λ̄ < 0 in (s̄ , s̄ + δ] and −A(s̄) is a sectorial operator, the solution β̃ of (3.29) can be
given by the method of variation of constants,

β̃(α) = e
∫ α
η
−1
λ̄(τ)

dτ ·(−A(s̄))
β̃(η) +

∫ α

η

e
∫ α
s
−1
λ̄(τ)

dτ ·(−A(s̄)) h̃(s)

λ̄(s)
ds for α ∈ [η, s̄ + δ], (3.30)

where η ∈ (s̄ , s̄ + δ) and β̃(η) is the initial value. Using Lemma 3.1 (iii), Lemma 3.3 and
Lemma 3.4, we have that, for η < α ≤ s̄ + δ,∥∥∥e∫ αη −1

λ̄(τ)
dτ ·(−A(s̄))

∥∥∥
L (H⊥)

≤ Ce
−ωS

∫ α
η
−1
λ̄(τ)

dτ ≤ Ce−CωS lnα−s̄
η−s̄ ≤ C

(
η − s̄

α− s̄

)CωS
< 1, (3.31)

where ωS is defined in (3.22) and C depends only on E and ϕ̄. Then we can take the η → s̄+

limit of (3.30)

β̃(α) =

∫ α

s̄

e
∫ α
s
−1
λ̄(τ)

dτ ·(−A(s̄)) h̃(s)

λ̄(s)
ds. (3.32)

By substituting (3.32) into (3.29), using (3.31) and Lemma 3.1 (iii), we have

‖β̃′(α)‖H⊥ =

∥∥∥∥∥A(s̄)

λ̄(α)

∫ α

s̄

e
∫ α
s
−1
λ̄(τ)

dτ ·(−A(s̄)) h̃(s)

λ̄(s)
ds+

h̃(α)

λ̄(α)

∥∥∥∥∥
H⊥

≤ C

∥∥∥∥∥ h̃(α)

α− s̄

∥∥∥∥∥
C((s̄,s̄+δ];H⊥)

(α− s̄)−1

∫ α

s̄

1 ds+ C

∥∥∥∥∥ h̃(α)

α− s̄

∥∥∥∥∥
H⊥

≤ C

∥∥∥∥∥ h̃(α)

α− s̄

∥∥∥∥∥
C((s̄,s̄+δ];.H⊥)

.

This together with (3.26) and (3.27) yields

‖β′‖C([s̄,s̄+δ];H⊥) ≤ CS

(∥∥∥∥h(α)− h(s̄)

α− s̄

∥∥∥∥
C((s̄,s̄+δ];H⊥)

+ ‖h(s̄)‖H⊥

)
, (3.33)

with a constant CS depending only on λ̄ and A(s̄). Moreover, since h is differentiable at s̄ ,
we see that β̃(α) in (3.32) is also differentiable at s̄ .

14



Therefore, β̃ given by (3.30) is in C1([s̄ , s̄ + δ];H⊥), which readily implies that it indeed
solves (3.28). Together with (3.26), (3.27) we therefore obtain a solution β ∈ C1([s̄ , s̄+δ];H⊥)
to (3.24).

To show the uniqueness of β in (3.24), we only need to prove that there is only a trivial
solution for the homogeneous equation

λ̄(α)β′(α) = A(s̄)β(α) for α ∈ [s̄ , s̄ + δ]. (3.34)

By taking the inner product with β(α) on both sides, and using the facts that Q(α) is an
isometry and that B(s̄) is semi-positive definite, we have

λ̄(α)

2

d

dα
‖β(α)‖2

H⊥ =
(
A(s̄)β(α), β(α)

)
H⊥

=
(
B(s̄)Q(α)−1β(α), Q(α)−1β(α)

)
≥ 0

for α ∈ [s̄ , s̄ + δ]. This together with λ̄ ≤ 0 in [s̄ , 1] implies that ‖β‖2
H⊥ is decreasing in

[s̄ , s̄ + δ]. Combining this with β(s̄) = 0 leads to β ≡ 0.
Finally, the estimate (3.25) follows directly from (3.33), which completes the proof.

Lemma 3.6. Let ϕ̄ ∈ C2
(
[0, 1];H

)
be the solution of (2.3) and λ̄ be given by (3.1). Assume

that (A) and (B) are satisfied. Let v ∈ H⊥, δ ∈ (0, 1−s̄
2

), and h(α) ∈ C
(
[1 − δ, 1];H⊥

)
be

differentiable at 1 and satisfy h(1) = 0. Then there is a unique β ∈ C1
(
[1− δ, 1];H⊥

)
solving{

λ̄(α)β′(α) = A(1)β(α) + h(α) for α ∈ [1− δ, 1],

β(1− δ) = v, β(1) = 0.
(3.35)

Moreover, there exists a positive constant CM depending only on λ̄ and A(1), such that

‖β′‖C([1−δ,1];H⊥) ≤ CM

(∥∥∥∥ h(α)

α− 1

∥∥∥∥
C([1−δ,1);H⊥)

+ δ−1‖v‖H⊥

)
. (3.36)

Proof. Multiplying both sides of (3.35) by λ̄(α)−1, we have

β′(α) =
A(1)

λ̄(α)
β(α) +

h(α)

λ̄(α)
for α ∈ [1− δ, 1). (3.37)

Since λ̄ < 0 in (s̄ , 1) and −A(1) is a sectorial operator, the solution β of (3.37) can be given
by the method of variation of constants,

β(α) = e
∫ α
1−δ

1
−λ̄(s)

ds·(−A(1))
v +

∫ α

1−δ
e
∫ α
s

1
−λ̄(τ)

dτ ·(−A(1))h(s)

λ̄(s)
ds for α ∈ [1− δ, 1). (3.38)

Substituting (3.38) into (3.37) gives

β′(α) =
A(1)

λ̄(α)
e
∫ α
1−δ

1
−λ̄(s)

ds·(−A(1))
v +

A(1)

λ̄(α)

∫ α

1−δ
e
∫ α
s

1
−λ̄(τ)

dτ ·(−A(1))h(s)

λ̄(s)
ds+

h(α)

λ̄(α)
. (3.39)

Using Lemma 3.1 (iii), Lemma 3.3 and Lemma 3.4, we have that, for 1− δ ≤ s < α < 1,∥∥∥e∫ αs −1
λ̄(τ)

dτ ·(−A(1))
∥∥∥

L (H⊥)
≤ Ce

−ωB
∫ α
s
−1
λ̄(τ)

dτ ≤ Ce
− ωB
λ̄′(1)

ln 1−s
1−α ≤ C

(
1− α
1− s

)σ
, (3.40)

15



where ωB is defined in (3.22) and σ := ωB
λ̄′(1)

. From assumption (B) and Lemma 3.1 (i), we

see that σ > 1. Then we have from Lemma 3.1 (iii), (3.39) and (3.40) that, for α ∈ [1− δ, 1),

‖β′(α)‖H⊥ ≤ C
(1− α)σ−1

δσ
‖v‖H⊥ + C

∫ α

1−δ

(1− α)σ−1

(1− s)σ
ds

∥∥∥∥ h(s)

s− 1

∥∥∥∥
C([1−δ,1);H⊥)

+ C

∥∥∥∥ h(α)

α− 1

∥∥∥∥
H⊥

≤ CM

(∥∥∥∥ h(s)

s− 1

∥∥∥∥
C([1−δ,1);H⊥)

+ δ−1‖v‖H⊥

)
, (3.41)

where the constant CM depends only on λ̄ and A(1). We see from assumption (B) and

Lemma 3.4 that λ̄′(1) = σB ∈ ρ
(
A(1)

)
and thus I − A(1)

λ̄′(1)
is invertible. Taking the limit

α→ 1− of (3.39) gives β′(1) =
(
I − A(1)

λ̄′(1)

)−1 h′(1)

λ̄′(1)
, which implies the existence of β′(1). Then

taking the limit α → 1− of (3.35) leads to β(1) = 0, and hence implies that there exists a
β ∈ C1

(
[1− δ, 1];H⊥

)
solving (3.35).

A similar argument as that in the proof of Lemma 3.5 leads to the uniqueness of β in
(3.35). And the estimate (3.36) follows directly from (3.41), which completes the proof.

Now we can show the existence and uniqueness of β⊥ in (3.18).

Lemma 3.7. For any f ∈ Y , let g be given by (3.16). If (A) and (B) are satisfied, then
(3.18) has a unique solution β⊥ ∈ C1([s̄ , 1];H⊥).

Proof. The proof for the existence and uniqueness of β⊥ in (3.18) is divided into three parts.
First, we will prove the existence of β⊥ in a neighborhood of s̄ . Second, we will extend β⊥
to the rest part of [s̄ , 1] and verify the boundary condition that β⊥(1) = 0. Finally, we show
the uniqueness of the solution.

1. Existence near the saddle. Taking α = s̄ in (3.18), we have β⊥(s̄) = −A(s̄)−1g(s̄).
Then we can take a sufficiently small δ2 ∈ (0, 1−s̄

2
) such that

2CS δ2 sup
α∈(s̄,1]

∥∥∥∥A(α)− A(s̄)

α− s̄

∥∥∥∥
L (H⊥)

≤ 1, (3.42)

where CS is defined in (3.25).
To show the existence of β⊥, we construct a sequence {β⊥,k}∞k=0 in [s̄ , s̄ +δ2] and show that

it has a limit β⊥ := limk→∞ β⊥,k, which solves (3.18). Let β⊥,0(α) ≡ β⊥(s̄) for α ∈ [s̄ , s̄ + δ2].
For k ∈ N+, let β⊥,k+1 be the solution of{

λ̄β′⊥,k+1 = A(s̄)β⊥,k+1 +
(
A− A(s̄)

)
β⊥,k + g in [s̄ , s̄ + δ2],

β⊥,k+1(s̄) = β⊥(s̄).
(3.43)

Lemma 3.5 implies that the sequence {β⊥,k}∞k=0 is well defined and β⊥,k ∈ C1([s̄ , s̄ + δ2];H⊥)
for any k ∈ N. We show that the sequence {β⊥,k}∞k=0 converges uniformly. Define ek :=
β⊥,k − β⊥,k−1 for k ∈ N+. We see that ek+1, k ∈ N+ is the solution of{

λ̄e′k+1 = A(s̄)ek+1 +
(
A− A(s̄)

)
ek in [s̄ , s̄ + δ2],

ek+1(s̄) = 0.
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Applying Lemma 3.1 (i), (iii), Lemma 3.5 and (3.42) yields

‖e′k+1‖C([s̄,s̄+δ2];H⊥) ≤ CS

∥∥∥∥∥
(
A(α)− A(s̄)

)
ek(α)

α− s̄

∥∥∥∥∥
C((s̄,s̄+δ2];H⊥)

≤ CS δ2 sup
α∈(s̄,s̄+δ2]

∥∥∥∥A(α)− A(s̄)

α− s̄

∥∥∥∥
L (H⊥)

‖e′k‖C([s̄,s̄+δ2];H⊥) ≤
1

2
‖e′k‖C([s̄,s̄+δ2];H⊥) (3.44)

and

‖e′1‖C([s̄,s̄+δ2];H⊥) ≤ CS

∥∥∥∥∥g(α)− g(s̄) +
(
A(α)− A(s̄)

)
β⊥(s̄)

α− s̄

∥∥∥∥∥
C((s̄,s̄+δ2];H⊥)

≤ CS

∥∥∥∥g(α)− g(s̄)

α− s̄

∥∥∥∥
C((s̄,s̄+δ2];H⊥)

+ C‖β⊥(s̄)‖H⊥ . (3.45)

Since f ∈ Y , we see that ‖e′1‖C([s̄,s̄+δ2];H⊥) is bounded. Then (3.44) and (3.45) imply that
the sequence {β⊥,k}∞k=0 is is a Cauchy sequence in C1([s̄ , s̄ + δ];H⊥). Let β⊥ := limk→∞ β⊥,k,
since the convergence is in C1 we can pass to the limit in (3.43), which implies that β⊥ solves
(3.18) on [s̄ , s̄ + δ2].

2. Existence away from the saddle. Multiplying both sides of (3.35) by λ̄−1, then according
to the generalized Picard-Lindelöf theorem [1, Theorem 5.2.4], the existence of the solution
β⊥ in [s̄ + δ2, 1) follows immediately from the continuity of λ̄, A, and g. Thus, there exists
a β⊥ ∈ C1([s̄ , 1);H⊥) solving

λ̄(α)β′⊥(α) = A(α)β⊥(α) + g(α) for α ∈ [s̄ , 1). (3.46)

Take sufficiently small δ3 > 0 such that

2CM δ3 sup
α∈[s̄,1)

∥∥∥∥A(α)− A(1)

α− 1

∥∥∥∥
L (H⊥)

≤ 1,

where CM are defined in (3.36). To show the existence of lim
α→1−

β′⊥(α), we will also construct

a new sequence, still denoted by {β⊥,k}∞k=0. Let β⊥,0(α) ≡ β⊥(1− δ3) for α ∈ [1− δ3, 1]. For
k ∈ N+, let β⊥,k+1 be the solution of{

λ̄β′⊥,k+1 = A(1)β⊥,k+1 +
(
A− A(1)

)
β⊥,k + g in [1− δ3, 1],

β⊥,k+1(1− δ3) = β⊥(1− δ3).

Lemma 3.6 implies that the sequence {β⊥,k}∞k=0 is well defined and β⊥,k ∈ C1([1− δ3, 1];H⊥)
for any k ∈ N.

We then show the uniform convergence of the sequence. Let ek := β⊥,k − β⊥,k−1 for
k ∈ N+. We see that ek+1, k ∈ N+ is the solution of{

λ̄e′k+1 = A(1)ek+1 +
(
A− A(1)

)
ek in [1− δ3, 1],

ek+1(1− δ3) = 0.
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Applying Lemma 3.6 and (3.42) yields

‖e′k+1‖C([1−δ3,1];H⊥) ≤ CM

∥∥∥∥∥
(
A(α)− A(1)

)
ek(α)

α− 1

∥∥∥∥∥
C([1−δ3,1);H⊥)

≤ CM δ3 sup
α∈[1−δ3,1)

∥∥∥∥A(α)− A(1)

α− 1

∥∥∥∥
L (H⊥)

‖e′k‖C([1−δ3,1];H⊥) ≤
1

2
‖e′k‖C([1−δ3,1];H⊥) (3.47)

and

‖e′1‖C([1−δ3,1];H⊥) ≤ CM

∥∥∥∥∥g(α)− g(1) +
(
A(α)− A(1)

)
β⊥(1− δ3)

α− 1

∥∥∥∥∥
C([1−δ3,1);H⊥)

≤ CM

∥∥∥∥g(α)− g(1)

α− 1

∥∥∥∥
C([1−δ3,1);H⊥)

+ C‖β⊥(1− δ3)‖H⊥ , (3.48)

Since f ∈ Y , we have that ‖e′1‖C([1−δ3,1];H⊥) is bounded. Then (3.47) and (3.48) imply
that the sequence {β⊥,k}∞k=0 is uniformly convergent. Let k → ∞ in (3.43), we obtain that
β⊥ = lim

k→∞
β⊥,k in [1− δ3, 1]. Then taking the α→ 1− limit of (3.46) gives

β⊥(1) = −A(1)−1g(1) = 0,

which completes the proof for the existence of the solution β⊥ ∈ C1([s̄ , 1];H⊥) of (3.18).

3. Uniqueness. It suffices to show that there is only a zero solution for the problem{
λ̄(α)β′⊥(α) = A(α)β⊥(α) for α ∈ [s̄ , 1],

β⊥(1) = 0.
(3.49)

Taking α = s̄ in (3.49) yields β⊥(s̄) = 0. Then we take the inner product with β⊥(α) on
both sides of (3.49). Since Q(α) is an isometry, we have

λ̄(α)

2

d

dα
‖β⊥(α)‖2

H⊥ =
(
A(α)β⊥(α), β⊥(α)

)
H⊥

=
(
B(α)Q(α)−1β⊥(α), Q(α)−1β⊥(α)

)
− λ̄(α)

((
Q(α)D(α)Q(α)−1β⊥(α), β⊥(α)

)
H⊥

+
(
Q′(α)Q(α)−1β⊥(α), β⊥(α)

)
H⊥

)
(3.50)

for α ∈ [s̄ , 1]. Since B(s̄) and B(1) are positive semi-definite and λ̄(s̄) = λ̄(1) = 0, there
exists a constant δ4 > 0 such that the right hand side of (3.50) is non-negative for α ∈
[s̄ , s̄ + δ4]∪ [1− δ4, 1]. Using the fact that λ̄(α) ≤ 0 for α ∈ [s̄ , 1], we obtain that ‖β⊥(α)‖2

H⊥
is decreasing on [s̄ , s̄ + δ4] ∪ [1− δ4, 1]. From β⊥(s̄) = 0, we have β⊥ ≡ 0 in [s̄ , s̄ + δ4]. Note
that β ≡ 0 is a solution of (3.49), then using the generalized Picard-Lindelöf theorem [1,
Theorem 5.2.4] can yield that β⊥ ≡ 0 is the only solution of (3.49).

Corollary 3.1. Under the conditions of Lemma 3.7, (3.14) has a unique solution β⊥ ∈
C1
(
[0, 1];H⊥

)
.

Proof. The problem (3.14) can be divided into (3.35) and the following problem{
λ̄(α)β′⊥(α) = A(α)β⊥(α) + g(α) for α ∈ [0, s̄ ],

β⊥(0) = 0.
(3.51)
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The same arguments as in Lemma 3.7 can be used to obtain the existence and uniqueness
of a solution β⊥ ∈ C1([0, s̄ ];H⊥) of (3.51). Then (3.14) has a unique solution β⊥, which
has continuous derivative on [0, s̄ ] and [s̄ , 1]. Taking α = s̄ in (3.14), we have β⊥(s̄) =
−A(s̄)−1g(s̄), which implies the continuity of β⊥ at s̄ . By multiplying λ̄−1(α) on both sides
of (3.14), taking the α → s̄ limit and using the facts that A(s̄)β⊥(s̄) + g(s̄) = 0 and f is
differentiable at s̄ , we have

lim
α→s̄+

β′⊥(α) =
1

λ̄′(s̄)

(
I − A(s̄)

λ̄′(s̄)

)−1

lim
α→s̄

g(α)− g(s̄)

α− s̄
= lim

α→s̄−
β′⊥(α). (3.52)

This yields β⊥ ∈ C1([0, 1];H⊥).

Now we are ready to complete the proof of Theorem 2.1.

Proof of Theorem 2.1 (ii). We first show that δF (ϕ̄) is a bijection. Let f ∈ Y and g be
given by (3.16). From Corollary 3.1, we obtain a unique solution β⊥ ∈ C1

(
[0, 1];H⊥

)
of

(3.14) and let ψ⊥ = Q−1β⊥.
Next, we show the existence of a unique solution β0 ∈ C1([0, 1]; R) of (3.17), i.e., the

existence of ψ along the tangent direction. By taking α = s̄ in (3.17), we see that β0(s̄) can be

uniquely determined by f and β⊥, more precisely, β0(s̄) = λ̄′(s̄)−1
((
f(s̄), ttt(s̄)

)
−G(ψ⊥)(s̄)

)
.

Then we can rewrite (3.17) as

λ̄(α)β′0(α) = (σA + σB)β0(α) + g0(α) for α ∈ [0, 1], (3.53)

where

g0(α) := λ̄′(s̄)
α(α− 1)

s̄(s̄ − 1)

(
ttt(α), ttt(s̄)

)
β0(s̄)− (σA + σB)

α(α− 1)

s̄(s̄ − 1)
β0(s̄)

+
α(α− 1)

s̄(s̄ − 1)

(
∇2E(ϕ̄(s̄))ψ⊥(s̄), ttt(α)

)
−
(
f(α), ttt(α)

)
+G(ψ⊥)(α), for α ∈ [0, 1].

Using Lemma 3.2, we have

‖g0‖Y ≤ C‖β0(s̄)‖H⊥ + ‖G(β⊥)‖Y + C‖f‖Y ≤ C‖f‖Y + ‖G(β⊥)‖C1([0,1];R)

≤ C‖f‖Y + ‖β⊥‖C([0,1];H⊥).

Since σA +σB > λ̄′(1) > 0, an argument analogous to that in the proof of Lemma 3.7 implies
that there exists a unique β0 ∈ C1([0, 1]; R) solving (3.17). With the representation (3.12),
we show that (3.11) has a unique solution ψ ∈ X for any f ∈ Y , which implies that δF (ϕ̄)
is a bijection.

For any ψ ∈ X, we have from Lemma 3.2 and (3.10) that

‖δF (ϕ̄)ψ‖Y ≤ C
(
‖ψ‖X + ‖δΓ(ϕ̄)ψ‖C1([0,1];R)

)
≤ C‖ψ‖X .

Thus, δF (ϕ̄) is a bounded linear bijection and according to the open mapping theorem (or,
bounded inverse theorem) it is an isomorphism. This completes the proof of Theorem 2.1.
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3.4 Remarks on assumption (B)

In Theorem 2.1 (ii), the condition that σA and σB are simple and the lowest eigenvalues
is necessary for the stability result. We provide two examples in the following, showing that
if σA is a degenerated eigenvalue or not the lowest eigenvalue, then the stability result in
Theorem 2.1 (ii) does not hold.

For simplicity of the presentations, we consider a finite dimensional configuration space
H = RN . We first give the isometry Q(α). Consider the eigenvalue problem(

P⊥ϕ̄′(α)∇2E
(
ϕ̄(α)

)
P⊥ϕ̄′(α)

)
ξi(α) = zi(α)ξi(α) for i = 0, 1, · · · , N − 1 (3.54)

with {zi(α)}N−1
i=0 the eigenvalues and {ξi(α)}N−1

i=0 the corresponding eigenfunctions. We order
the functions zi(α) according to their values at α = s̄ and their regularity with respect to
α, such that z0(s̄) ≤ z1(s̄) ≤ · · · ≤ zN−1(s̄) and zi ∈ C1([0, 1]; R) for i = 0, 1, · · · , N −
1. This can be done since E ∈ C3 and P⊥ϕ̄′(α)∇2E

(
ϕ̄(α)

)
P⊥ϕ̄′(α) ∈ C1

(
[0, 1]; RN×N

)
, which

together with the perturbation theory for eigenvalue problems [13, II-Theorem 6.8] can lead
to zi ∈ C1([0, 1]; R). Similarly, we have ξi ∈ C1

(
[0, 1]; RN

)
for i = 0, 1, · · · , N − 1. Define

Q(α) : H⊥(α)→ RN−1 by

Q(α)y :=
((
y, ξ1(α)

)
,
(
y, ξ2(α)

)
, · · · ,

(
y, ξN−1(α)

))T
.

We see immediately that Q(α) is an isometry for α ∈ [0, 1] and is differentiable at 0, s̄ , 1. We
will now show that the assumption (B) is necessary for the stability result.

Assume that there exists zj(0) = σA = λ̄′(0) with 1 ≤ j ≤ N−1 (which is contradicted to
the assumption that σA is simple). Then we have from E ∈ C3 that there exists η0 ∈ (0, s̄

2
)

such that ‖zj − λ̄′‖C([0,η0];R) ≤ 1. Let

βn(α) =

{ (
η0−α
η0

)n
λ̄(α) in [0, η0]

0 in (η0, 1]
, ψn(α) = βn(α)ξj(α) and fn = δF (ϕ̄)ψn.

(3.55)
We have that fn(α) = 0 for α ∈ [η0, 1]. For α ∈ [0, η0] we obtain, by using (3.14), (3.17) and
(3.54), that

ξj(α)Tfn(α) = zj(α)βn(α)− λ̄(α)β′n(α)

= λ̄(α)
(
zj(α)− λ̄′(α)

)(η0 − α
η0

)n
− λ̄(α)2n(η0 − α)n−1

ηn0
,

ξi(α)Tfn(α) = −λ̄(α)βn(α)ξi(α)T ξ′j(α) for i = 1, · · · , N − 1, i 6= j, and

ξ0(α)Tfn(α) = (σA + σB)

(
Ĝn(α)− α(α− 1)

s̄(s̄ − 1)
Ĝn(s̄)

)
− λ̄(α)Ĝ′n(α), (3.56)

where Ĝn(α) :=
∫ α

0
βn(s)ξ0(s)T ξ′j(s) ds−α

∫ 1

0
βn(s)ξ0(s)T ξ′j(s) ds. Using (3.55) and the facts

that 0 < η0−α
η0

< 1 for α ∈ (0, η0), λ̄(0) = 0 and ‖Ĝn‖C1([0,1];R) ≤ C‖βn‖C([0,1];R), we have

lim
n→+∞

‖Ĝn‖C1([0,1];R) = lim
n→+∞

‖βn‖C([0,1];R) = 0.

Together with (3.56) and Lemma 3.1 (iii), this implies ‖fn‖Y → 0 as n→ +∞. Meanwhile,
we have

‖ψn‖X ≥ ‖ψ′n(0)‖`∞ = ‖λ̄′(0)ξj(0)‖`∞ .
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Therefore ‖fn‖Y can not be uniformly bounded by ‖ψn‖X as n increases, and the stability
result does not hold.

Assume that there exists 1 ≤ j ≤ N − 1 such that zj(0) < σA = λ̄′(0) (which is contra-
dicted to the assumption that σA is the lowest eigenvalue). Let

σj :=
zj(0)

λ̄′(0)
< 1. (3.57)

Let η1 := s̄
2

and

β(α) =

{
ασj(α− η1)2 in [0, η1]

0 in (η1, 1]
, ψ(α) = β(α)ξj(α) and f = δF (ϕ̄)ψ.

From (3.14), (3.17) and (3.54), we obtain from a direct computation that

ξj(α)Tf(α) = zj(α)β(α)− λ̄(α)β′(α) = λ̄(α)ασj(α− η1)

((
zj(α)

λ̄(α)
− σj
α

)
(α− η1)− 2

)
,

ξi(α)Tf(α) = −λ̄(α)β(α)ξi(α)T ξ′j(α) for i = 1, · · · , N − 1, i 6= j and

ξ0(α)Tf(α) = (σA + σB)

(
Ĝ(α)− α(α− 1)

s̄(s̄ − 1)
Ĝ(s̄)

)
− λ̄(α)Ĝ′(α),

where Ĝ(α) :=
∫ α

0
β(s)ξ0(s)T ξ′j(s) ds − α

∫ 1

0
β(s)ξ0(s)T ξ′j(s) ds. Then applying Lemma 3.1

(iii) yields ‖f‖Y <∞. However, using σj < 1 leads to

lim
α→0+

ψ′(α) = lim
α→0+

β′(α)ξj(0) = lim
α→0+

σj(1− η1)2

α1−σj
ξj(0) =∞.

This implies that f ∈ Y has no preimage in X. Therefore δF (ϕ̄) : X → Y is not a surjection,
and thus not an isomorphism.

4 Proofs: Applications of the stability

Proof of Corollary 2.1. For sufficiently small δ, there exists an interpolation Πδ : A → Aδ

such that Πδϕ̄ ∈ C1
(
[0, 1];Uε ∩Hδ

)
, Πδϕ̄(0) = yAM,δ, Πδϕ̄(1) = yBM,δ and

‖Πδϕ̄− ϕ̄‖C1([0,1];H) ≤ C inf
ϕδ∈Aδ

‖ϕδ − ϕ̄‖C1([0,1];H) (4.1)

where C > 1. To see the existence of such interpolation, we provide a simple construction by(
Πδϕ̄

)
(α) = Iδ

(
ϕ̄(α)

)
+ α

(
yBM,δ − IδyBM

)
+ (1− α)

(
yAM,δ − IδyAM

)
∀ α ∈ [0, 1],

where Iδ : H → Hδ is given such that |Iδx − x| = infxδ∈Hδ |xδ − x| for any x ∈ H. Let
Fδ : Aδ → Y be given by (2.6) with E replaced by Eδ. Using (4.1), we have the consistency
error

‖Fδ(Πδϕ̄)‖Y = ‖Fδ(Πδϕ̄)−F (ϕ̄)‖Y

≤ C‖∇Eδ(Πδϕ̄)−∇E(ϕ̄)‖C1([0,1];H) + C‖Πδϕ̄− ϕ̄‖C1([0,1];H)

≤ C‖Eδ − E‖C1(Uε∩Hδ) + C inf
ϕδ∈Aδ

‖ϕδ − ϕ̄‖C1([0,1];H), (4.2)
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where C depends only on E and ϕ̄.
Define a subspace Xδ of X by

Xδ := {ψ ∈ C1
(
[0, 1];Hδ

)
: ψ(0) = ψ(1) = 0}.

To derive the stability of δFδ(Πδϕ̄), using (4.1) and Theorem 2.1(i), we obtain by a direct
calculation that

‖δF (ϕ̄)ψ − δFδ(Πδϕ̄)ψ‖Y ≤ ‖δF (ϕ̄)ψ − δF (Πδϕ̄)ψ‖Y + ‖δF (Πδϕ̄)ψ − δFδ(Πδϕ̄)ψ‖Y

≤ C

(
‖Eδ − E‖C2(Uε∩Hδ) + inf

ϕδ∈Aδ
‖ϕδ − ϕ̄‖C1([0,1];H)

)
‖ψ‖X ∀ ψ ∈ Xδ,

where the constant C depends only on E and ϕ̄. Taking sufficiently small δ and using
Theorem 2.1(ii), we have that

‖δFδ(Πδϕ̄)ψ‖Y ≥ ‖δF (ϕ̄)ψ‖Y − ‖δF (ϕ̄)ψ − δFδ(Πδϕ̄)ψ‖Y ≥ C‖ψ‖X ∀ ψ ∈ Xδ, (4.3)

where C depends only on E and ϕ̄.
Combining the consistency (4.2) and the stability (4.3), we can apply the inverse function

theorem [18, Lemma 2.2] to obtain that there exists a solution ϕ̄δ ∈ Aδ of (2.14) and

‖Πδϕ̄− ϕ̄δ‖C1([0,1];H) ≤ C‖Eδ − E‖C1(Uε∩Hδ) + C inf
ϕδ∈Aδ

‖ϕδ − ϕ̄‖C1([0,1];H).

This together with the triangle inequality yields the estimate (2.15).

5 Conclusions

This paper provides a stability of the MEP, showing that the perturbation of a curve
from the MEP can be controlled by the corresponding force under appropriate norms. The
stability result has many important consequences on both theoretical and numerical aspects
for the MEP. For example, we show that the MEP stays close to the original one within a
small perturbation of the energy landscape or the discretization of the configuration space.
Our results also provide a crucial foundation for a convergence analysis of the string and
NEB methods [16].
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[3] D. Branduardi and J. D. Faraldo-Gómez. String method for calculation of minimum free-energy
paths in cartesian space in freely tumbling systems. J. Chem. Theory Comput., 9:4140–4154,
2013.

[4] M. Cameron, R. Kohn, and E. Vanden-Eijnden. The string method as a dynamical system. J.
Nonlinear Sci., 21:193–230, 2011.

[5] W. E, W. Ren, and E. Vanden-Eijnden. String method for the study of rare events. Phys. Rev.
B, 66:052301, 2002.

22



[6] W. E, W. Ren, and E. Vanden-Eijnden. Simplified and improved string method for computing
the minimum energy paths in barrier-crossing events. J. Chem. Phys., 126:164103, 2007.

[7] J. M. Gardner and C. F. Abrams. Energetics of flap opening in hiv-1 protease: string method
calculations. J. Phys. Chem. B, 123:9584–9591, 2019.

[8] P. Geslin, R. Gatti, B. Devincre, and D. Rodney. Implementation of the nudged elastic band
method in a dislocation dynamics formalism: Application to dislocation nucleation. J. Mech.
Phys. Solids, 108:49–67, 2017.

[9] P. Hänggi, P. Talkner, and M. Borkovec. Reaction-rate theory: fifty years after kramers. Rev.
Modern Phys., 62:251–341, 1990.
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