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Abstract Automatic term extraction from a biomedical text is a well-known problem

in the area of natural language processing. It is carried out by employing four kinds of

measures: linguistic and rule-based, dictionary-based, statistical, and machine learn-

ing. Automatic term extraction indicates whether or not two or more words come

together in the text more often than by chance to form a biomedical term that au-

tomatically extracted using an automated system. A fuzzy set-theoretic approach is

presented in this article that compares with the existing statistical measures. The ex-

perimental result shows that the fuzzy-measure offers better precision than the pop-

ular statistical-measures for extracting biomedical terms, especially when we have

compared more than 60% ranked list of extracted terms.
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2 Bidyut Das et al.

1 Introduction

The biomedical data is increasing exponentially, and a biomedical knowledge base

(KB) plays a significant role in the development of biomedical science. The infor-

mation that takes the attention of biomedical researchers falls into three categories -

extraction of (a) biomedical terms (Sandoval et al., 2019), (b) relations (Hong et al.,

2020), and (c) events (Li et al., 2019) (See Fig. 1. This work mainly focuses on the

first type, extraction of biomedical terms from the biomedical dataset. The biomed-

ical data consists of clinical descriptions, event reports, health records, emails, or

patient’s feedback forms (Murdoch and Detsky, 2013). In the past several years, pro-

cess this data automatically led to the advancement in the field of biomedical text

mining (Lamurias and Couto, 2019).

Fig. 1 Biomedical information retrieval and applications.

The identification of terms from biomedical literature is one of the challenging

research topics in the last few years, both in Natural Language Processing (NLP) and

biomedical communities (Herrero-Zorita et al., 2014; Samy et al., 2012). The task

of manually extracting biomedical terms is time-consuming and laborious. The re-

searchers have faced many difficulties in designing automatic methods for selecting

the biomedical terms and concepts under the form of vocabularies, thesauri, termi-

nologies, or ontologies to assist knowledge experts.

Automatic Term Extraction (ATE) involves the extraction of technical terms from

domain-specific corpora (Heylen and De Hertog, 2015; da Silva Conrado et al., 2014).

ATE is a task of domain knowledge retrieval because the technical terms are used

for lexicon update, ontology creation, summarization, named-entity recognition, etc.

(Lossio-Ventura et al., 2016). ATE is applied in several domains such as biomedi-

cal (Lossio-Ventura et al., 2014b), ecological (Conrado et al., 2013), mathematical

(Stoykova and Petkova, 2012), social networks (Lossio Ventura et al., 2012), natural

sciences (Dobrov and Loukachevitch, 2011), and information technology (Newman

et al., 2012).
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Biomedical term extraction using fuzzy association 3

The term extraction methods are classified into four groups: (a) linguistic and

rule-based, (b) dictionary-based, (c) statistical, and (d) machine learning. We propose

a new fuzzy-based statistical method for biological term extraction. The method can

be consider as a hybrid of statistical and linguistic system. The “terms” are helpful

to get the conceptual structure of a “domain”. Term contains a single word called

unigram-term, or multi-words called ngram-term. The proposed study focuses on

extracting the ngram biomedical terms, which are more complex than the unigram

term extraction.

The objective of this paper is to present a new fuzzy-association (Martin-Bautista

et al., 2004) method to extract and rank biomedical terms automatically from a biomed-

ical dataset. The proposed approach has two parts. The first part extracts the terms

having two words (bigram), and the second part shows the joining of bigrams to

make trigram (three words), trigrams to quadgram (four words), and so on. Here two

fuzzy sets are considered, one is for unique words, and the other is for consecutive

word pairs. The membership functions of fuzzy sets are calculated using the word-

occurrence knowledge in the dataset. The fuzzy membership measures are combined

to calculate the fuzzy association score for extracting meaningful biomedical terms.

The article’s key contributions are:

– A new fuzzy association score has been proposed to extract and rank biomedical

terms from a biomedical corpus.

– This approach does not restrict the number of words in a biomedical term. It

automatically extracts meaningful biomedical terms in an unsupervised way.

– The method’s parameters can be customized to achive desire results based on user

input.

The paper is subdivided into six sections wherein related previous works are

shown in section 2, the proposed methodology is presented in section 3, section 4

illustrates the preprocessing technique, experimental results are demonstrated in sec-

tion 5 and section 6 depicted the conclusion.

2 Related Works

For term extraction, different authors suggested different techniques in the literature.

These techniques are grouped into five clubs: linguistic and rule-based, dictionary-

based, statistical, machine learning, and hybrid. A few previous works on each group

are discussed below.

2.1 Linguistic and Rule-based

Rule-based methods use pattern analysis for term creation such as part-of-speech

patterns, syntagmatic patterns, and grammar knowledge such as morphological anal-

ysis, lemmas, and affixes (Golik et al., 2013). In Spanish, noun phrases are used for

medical terms extraction (Koza et al., 2011). In general, an efficient strategy can be

obtained if the rule-based method focuses on a single language to create terms. How-

ever, this is not for all languages nor all domains (Herrero-Zorita et al., 2015).
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4 Bidyut Das et al.

2.2 Dictionary-based

Dictionary-based techniques use digital resources such as a list of stopwords, on-

tologies, glossaries, and domain thesaurus. These lists are used to filter the text and

uniquely identify useful terms by eliminating not interest words. This strategy is sim-

ple and effective. But, it is inadequate, and not available for all domains. In (Segura-

Bedmar et al., 2008), the UMLS meta thesaurus and name lists of other generic drugs

are used to identify and classify pharmacological names in biomedical texts.

2.3 Statistical-based

Statistical methods of term extraction mainly search for sequence repetition or term

frequency. The term frequency refers to the number of times a term or word sequence

appears in the text of the dataset. The user specifies the frequency threshold based

on the application. The strength of the statistical approach is that it does not depend

on the language of the dataset; but depends on statistics, patterns, and probabilities.

However, this approach has some drawbacks. In this approach, the frequency is the

main factor for determining a unit as a term. But not all repeated words are terms, and

not all terms repeated in a text. Sometimes, a stop list is used to deal with this prob-

lem. A stop list is a list of items that are ignored as a term. The two popular statistical

techniques, log-likelihood-ratio and log-dice metric and other statistical technique

such as mutual information (MI) or distributional semantics or lexical collocation

is used for extracting biomedical terms (Gelbukh et al., 2010; Lossio-Ventura et al.,

2013).

2.4 Machine Learning

Machine Learning is a special type of method that uses statistical techniques and con-

sists of training algorithms with a dataset that previously annotated by human experts.

Machine Learning algorithms (decision-trees, hidden-markov-model, or support vec-

tor machine) are trained using annotated terms and are applied to a test dataset to iden-

tify new terms. The classifier divides all terms in the text between true and false terms.

Lastly, advanced neural network research generates encouraging ways for detecting

terms using sequence modeling such as part-of-speech or named-entity recognition.

Biomedical term recognition methods also use Recurrent Neural Network models

(Long-Short-Term Memory) (Lyu et al., 2017) and hybrid approaches (merging with

Conditional Random Fields) (Lample et al., 2016), attention mechanisms, and lan-

guage modeling (Rei, 2017). These methods use vector representation of words with

their frequency distribution (word embedding) (Pennington et al., 2014). The main

drawback of such method is that it demands a large volume of training data set (an-

notated by human experts) that is difficult in many cases.

2.5 Hybrid
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Biomedical term extraction using fuzzy association 5

Hybrid approaches combine two or more approaches. In most cases, a dictionary-

based or rule-based approach is combined with a statistical approach. Zehtab-Salmasi

et al. (2021) presented a hybrid term extraction method called FRAKE. The FRAKE

method fuses two approaches, graph and textural features to extract useful terms.

Perez-Guadarrama et al. (2018) proposed a new unsupervised fuzzy clustering method

for term extraction. It fuses fuzzy logic with machine learning approach. Piskorski

et al. (2021) proposed an unsupervised and linguistic unsophisticated term-extraction

algorithm. It combined statistic, graph, and embedding-based approaches.

3 Proposed Method

In this paper, we propose a new association technique for finding biological terms

using a fuzzy set-theoretic approach (Torres and Nieto, 2006). It fuses fuzzy-logic and

statistical association methods and outperforms state-of-the-art association methods.

The term is just a word or set of words occurring together and having a relevant

meaning in the dataset (Periñán-Pascual, 2018; Lossio-Ventura et al., 2014a). The

simplest technique of extracting bigram terms are frequency count of word-pair in the

dataset. A collection of two or more consecutive words is extracted as a term when

the joint frequency of words is high compared to the frequency of individual words.

Most of the researchers in literature modeled this idea as the ratio of joint frequency

to individual frequency, explicitly or implicitly. The concept of high frequency is im-

precise or vague; because it depends on various factors such as dataset size, word

combinations, or appearances of other words in the dataset. The fuzzy logic is ap-

plied when the actual or boundary value is not clear such as cold, hot, young, old,

low, or high are belongs to the fuzzy concepts. The fuzzy set theory manages such

impreciseness for describing the notion of high frequency.

We have proposed two fuzzy sets - Fuzzy Word Membership (FWM) and Fuzzy

Word-Pair Membership (FWPM). The FWM set correlates with the individual word,

and the FWPM set corresponds with the adjacent word-pair. The word occurrence

statistics in the dataset determines the membership functions of the two fuzzy sets.

The two fuzzy memberships are combined to establish the score of the Fuzzy Bigram

Association(FBA). The FBA assigns a range in [0, 1] that decides the score of ad-

jacent word-pair for extracting bigrams. The adjacent bigrams are analyzed later to

determine higher length ngram terms, where (n > 2). The overall diagram of the

proposed work is shown in Fig.2. The modules are marked using circles. Next, we

discuss each module extensively.

3.1 Fuzzy Word Membership (FWM)

The Fi(n) is the number of unique words present n times in the dataset. Usually, the

value of Fi(n) deteriorates with the increment value of n. We noticed that the value

of Fi(n) is high for n = 1. The value of Fi(1) is substituted by the average score of
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6 Bidyut Das et al.

Fig. 2 The overall view of the proposed system

other word occurrences, i.e

Fi(1) 
1

(n� 1)

nX

i=2

Fi(n) (1)

The FWM is a fuzzy set, and its membership score denotes the degree of word oc-

currence in the dataset. The membership function of FWM is calculated in Equation 2

based on the appearance of all unique words in the dataset.

µFWM (wi) = Ci(n)/Ci(Nmax) (2)

Where Ci is the cumulative frequency of each unique word wi, and Nmax is the

maximum occurrence of an individual word in the dataset. Here,

Ci(n) =
nX

i=1

Fi(n) (3)

When Fi 6= 0 and 0  µFWM (wi)  1. The µFWM is 0 for all words that not

present in the dataset. It is 1 for the words that appear highest in the dataset.

3.2 Fuzzy Word Pair Membership (FWPM)

The Fij(p) is the number of word-pairs appeared p times in the dataset. For the same

logic, the value of Fij(1) is substituted by the average of other occurrence values. The

FWPM is the fuzzy set and its membership function presents the degree of occurrence

of the word-pair in the dataset. The membership value is decided in Equation 4 based

on the appearance of all word-pairs in the dataset.

µFWPM (wi, wj) = Cij(p)/Cij(Mmax) (4)

Where Cij is the cumulative frequency of the word pair (wi, wj), and Mmax is

the maximum occurrence of an word-pair in the dataset. Here,

Cij(p) =

pX

i=1

Fij(i) (5)

When Fij 6= 0 and 0  µFWPM (wi, wj)  1. The µFWPM is 0 for all word

pairs that absent in the dataset, and it is 1 for the word pairs that appear highest in the

dataset.
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Biomedical term extraction using fuzzy association 7

3.3 Fuzzy Bigram Association (FBA)

The Fuzzy Bigram Association (FBA) score is measured by combining the two fuzzy

sets FWM and FWPM. It is observed that the degree of a word-pair (wi, wj) consider-

ing as bigram is directly proportional to the value of µFWPM (w1, w2) and inversely

proportional to µFWM (wi) and µFWM (wj). Similarly,

FBA(wj , wj) = µFWPM (wi, wj)[1� α(µFWM (wi) + µFWM (wj))] (6)

Where α 2 [0, 0.5] and FBA(wi, wj) 2 [0, 1]. The more score of FBA(wi, wj)
indicates the more possibility of the word-pair (wi, wj) to be a bigram. The word

pair (wi, wj) is identified as a bigram if the score of FBA(wi, wj) is greater than a

threshold. One may find any threshold depending on his requirements. If threshold

is high the accuracy of precision is high and recall is low, otherwise, precision is

low and recall is high. Fig. 3 shows precision / recall scores of FBA for bigram term

extraction.

Fig. 3 Precision / recall score varying FBA threshold for bigram term extraction

3.4 Fuzzy Ngram Association(FNA)

The extractor algorithm has two steps. In the first step, it extracts a list of bigrams

from the dataset. Optimally, this list contains all bigrams as well as fragments of all

ngrams. In the second step, it extends each bigram to ngrams. The list T contains all
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8 Bidyut Das et al.

Algorithm 1 Fuzzy Bigram Association

Require: Dataset G

Ensure: A list of bigrams

1: S1 = (W1,W2,W3,W4, ...) . S1 is the each sub-sentence of G that not contains any stop-word

2: for all (word− pair(Wi,Wj)) do

3: Fij ← frequency(Wi,Wj)
4: Fi ← frequency(Wi)
5: Fj ← frequency(Wj)
6: DatabaseDB ← ((Wi,Wj), Fij , Fi, Fj)
7: end for

8: for all ((Wi,Wj)inDB) do

9: if (FBA(Wi,Wj) > 0.25) then

10: T ← ((Wi,Wj), FBA(Wi,Wj)) . T contains all extracted bigrams with their fuzzy

association value

11: end if

12: end for

bigrams extracted from the first step. We extend the bigram when two adjacent bi-

grams appear in the text adjacently, such as ‘protein kinase’ and ‘kinase activity’ are

two adjacent bigrams. The second word of the first bigram and the first word of the

next bigram are same; then we combine them. If ’protein kinase activity’ is appeared

in the text, then we removed the bigrams with the trigram (n=3) and average associ-

ation value is assigned for the trigram term. This procedure is recursively applied for

extracting ngrams. Our ngram term extraction algorithm is as follows.

Algorithm 2 Fuzzy Ngram Association

Require: Bigrams

Ensure: A list of ngrams

1: while (extend (k)) do . Extend (k) returns true when any add / remove operation is performed in the

following for-loop

2: for all ((W1, ...Wp) and (Wq , ...Wn)inT ) do

3: if ((Wp == Wq)) then

4: combine (W1, ...Wp...Wn)
5: end if

6: if ((W1, ...Wp...Wn)appearsintext) then

7: remove(W1, ...Wp) and (Wq , ...Wn) from T

8: avg=(FNA(W1, ...Wp) + FNA(Wq , ...Wn))/2
9: T ← add {(W1, ...Wp...Wn), avg}

10: end if

11: end for

12: end while

4 Dataset

We found various biomedical corpora from the previous literature related to term ex-

traction. Some of them are listed in Table 1. The CRAFT Corpus (Bada et al., 2012)

is a collection of 97 full-length, open-access biomedical journal articles. It is devel-

oped to serve as a high-quality gold standard for the training and testing of advanced
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Biomedical term extraction using fuzzy association 9

biomedical NLP systems. The CorpusDT (da Silva Conrado et al., 2014) dataset is de-

signed for Term extraction in the Brazilian Portuguese language. The ACL RD-TEC

dataset (QasemiZadeh and Handschuh, 2014) is used for evaluating the extraction

and classification of terms from literature in the domain of computational linguistics.

The dataset is derived from the Association for Computational Linguistics anthol-

ogy reference corpus (ACL ARC). It consists of more than 82,000 manually anno-

tated terms. The Annotated Corpora for Term Extraction Research (ACTER) dataset

(Rigouts Terryn et al., 2020) is developed and annotated manually for term extraction.

This corpus is domain-specific, and it covers three languages (English, French, and

Dutch). The GENIA corpus (Kim et al., 2003) contains approximately 2,000 MED-

LINE abstracts. It contains more than 400000 words and almost 100000 annotations

for biological terms. It is the primary collection of biomedical literature tagged by

XML with biomedical terms. We have mentioned a few datasets in this article in Ta-

ble 1, but most of them are domain-specific and tagged manually. The GENIA corpus

is hand-coded for biological terms. It is a standard dataset for testing the biomedical

term. Therefore, we have considered the GENIA corpus for our experimental work.

The dataset is first pre-processed and the frequency of word-pair of consecutive

words is counted that simplify to extract biomedical terms. Secondly, the XML tags

are removed to extract the plain text from the dataset. In third step, the punctuation

marks are discarded. It is mentioned that if a punctuation mark is present between

two continuous words, then they are not considered as a word-pair of consecutive

words. So, each sentence is broken many times for the appearance of punctuation

marks. Finally, the word and ward-pair are identified from each sentence and counted

the frequency.

Table 1 Publicly available biomedical corpora

Dataset Name Reference Description Application

CRAFT (Bada et al., 2012; Cohen

et al., 2017)

BioNLP Corpora: Man-

ually annotated corpus

consisting of 67 full-text

biomedical journals

Concept annotation

CorpusDT (da Silva Conrado et al.,

2014)

To build corpora for sup-

porting NLP researches,

especially on Brazilian

Portuguese

Term extraction in

Brazilian Portuguese

ACL RD-TEC (QasemiZadeh and

Handschuh, 2014)

A dataset for evaluation

of term and entity recog-

nition in computational

linguistics

Terminology extraction

ACTER (Rigouts Terryn et al.,

2020)

Annotated corpora for

term extraction research

Term extraction

GENIA (Kim et al., 2003; Terryn

et al., 2019)

A semantically annotated

corpus of biological liter-

ature

Term extraction, ontol-

ogy creation, Part-of-

speech tagger
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10 Bidyut Das et al.

5 Experimental Results

The experimental evaluation of proposed biomedical terms extraction methods is pre-

sented in this section. The performance of the scheme is demonstrated on GENIA

Version 3.02 text collection (Kim et al., 2003). The precision and recall measures are

widely used for term extraction. So, the results are evaluated on these two measures.

The α is set to 0.25 and the FBA threshold is set to 0.5. The precision and recall score

is shown in table 2. It is notices that the propose method gives high precision and low

recall value that means its extraction ratio is low but most of the extracted terms are

correct. Therefore this method is more applicable where high precision score is re-

quired and recall is not important. The α is set to 0.25 and FBA threshold is set to

0.25 to increase the recall value in table 3. The recall value is also increased when the

dataset size is large. The F-measure is high at the last row of the table indicate it gives

better result when consider the whole dataset. The overall best result was achieved

by FNA: 63.16 recall with 53.77 precision (F-measure 58.09) in table 4.

Table 2 Precision / Recall Scores of FNA (When FBA = 0.5 and ↵ = 0.25)

Percentage of Ranked List

10 20 30 40 50 60 70 80 90 100

Precision

93.93 89.31 84.77 85.11 83.18 83.96 85.15 84.73 85.39 86.23

Recall

0.15 0.28 0.41 0.54 0.66 0.81 0.96 1.09 1.23 1.38

F-Measure

0.30 0.57 0.81 1.09 1.32 1.60 1.89 2.15 2.44 2.73

Table 3 Precision / Recall Scores of FNA (When FBA = 0.25 and ↵ = 0.25)

Percentage of Ranked List

10 20 30 40 50 60 70 80 90 100

Precision

87.35 82.91 79.87 77.33 74.98 73.14 71.36 70.37 69.22 67.65

Recall

2.11 4.00 5.78 7.46 9.05 10.59 12.06 13.59 15.04 16.33

F-Measure

4.12 7.63 10.79 13.62 16.15 18.51 20.63 22.78 24.71 26.31

The comparative analysis of our FNA with other popular statistical association

measures (da Silva Conrado et al., 2014) is shown in Fig. 4 and Fig. 5. The green

curve shows the extraction result of the biomedical term using the Log-likelihood

association method. It got comparatively low results than the other two association

methods. T-test (orange curve) and Mutual Information (red curve) got almost the

same results. There are many associations available in the literature to extract key-

words. Log-likelihood, T-test, and Mutual-information are used popularly as statisti-
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Table 4 Precision / Recall Scores of FNA (When FBA = 0 and ↵ = 0.25)

Percentage of Ranked List

10 20 30 40 50 60 70 80 90 100

Precision

78.91 74.21 69.45 71.14 71.32 70.69 69.59 67.91 65.86 63.16

Recall

6.72 12.63 17.73 24.22 30.36 36.11 41.47 46.25 50.46 53.77

F-Measure

12.38 21.59 28.26 36.14 42.59 47.80 51.97 55.03 57.14 58.09

Fig. 4 Comparative analysis of precision for biomedical term extraction

cal methods for term extraction. Our approach got the highest (blue curve) accuracy

than the other association, especially, when considering the whole dataset. Fig. 4

shows the comparative analysis of the precision, and Fig. 5 depicts the recall results.

 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 



12 Bidyut Das et al.

Fig. 5 Comparative analysis of recall for biomedical term extraction

6 Conclusion

Meaningful terms are linguistically motivated. The fuzzy approach deals with the

linguistic properties of elements. Based on this intuition, a fuzzy-based biomedical

term extraction technique is described in this article. The membership functions of

two different fuzzy sets are combined to extract biomedical terms. The experimental

results prove the utility of the fuzzy approach for biological term extraction, espe-

cially when a considered rank list is heigh. Future work will be focused on extracting

the new biomedical terms from recently published articles on the web, which are

not present in the current biomedical dictionary. Another work will be focused on

answering biomedical questions automatically using biological terms.
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