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Abstract

Performance engineering can be described as a collection of techniques and methodologies whose aim is to provide reliable prediction, measurement and validation of the performance of applications on a variety of computing platforms. This paper reviews techniques for performance estimation and performance engineering developed at the University of Southampton and presents application case studies in task scheduling for engineering meta-applications, and capacity engineering for a financial transaction processing system.  These show that it is important to describe performance in terms of a resource model, and that the choice of models may have to trade accuracy for utility in addressing the operational issues.  We then present work from the on-going EU funded Grid project GRIA, and show how lessons learned from the earlier work have been applied to support a viable business model for Grid service delivery to a specified quality of service level.  The key in this case is to accept the limitations of performance estimation methods, and design business models that take these limitations into account rather than attempting to provide hard guarantees over performance.  We conclude by identifying some of the key lessons learned in the course of our work over many years and suggest possible directions for future investigations.

1 Introduction

The speed of computation has been a central issue since the earliest days of computing. Charles Babbage is known to have contemplated the sequence of calculational steps that were needed in order to produce the correct results in the shortest time [1]. The issue of performance is inseparable from computing and it is certain that this problem will stay with us for the future regardless whether we talk about silicon, quantum or biological based computing. The reason for investigating performance is not just to satisfy some academic curiosity but to address practical and real life considerations. Our approach is therefore also practical and based on real life experiences: we seek to understand computational performance in terms of operational requirements, using appropriate models of each.  This forces us to consider the practical utility of our performance estimates above mere fidelity, and to deploy a wide range of performance characterization methods including benchmarking, analytical models and simulation.  We call this approach performance engineering (see Figure 1).
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Figure 1. Role of Performance Engineering

Performance estimation approaches the problem of performance by applying various measurement based techniques such as benchmarking, profiling, tracing, simulation and characterization. Operational requirements are related to capacity and procurement planning, scheduling decision support and quality of service. Performance engineering is concerned with the reliable estimation of the performance of applications on a variety of computing platforms aiming to satisfy certain operational requirements.

Research at the University of Southampton has covered a broad range of issues relating to both performance estimation and operational aspects, and the means to combine them in a rational performance engineering approach.  This paper reviews the results from several projects and identifies techniques that might be utilized for performance engineering on the Grid. Section 2 surveys some of the results of our research on performance measurement and prediction methods.  Sections 3 and 4 presents the results of performance engineering case studies conducted at Southampton in which these methods were used for task scheduling in an engineering meta-application and in the study of the capacity of a financial transaction processing system.  In Section 5, we describe how the lessons learned from these examples are now being used to provide quality of service prediction in a Web Service based Grid for Industry.  We finish with a summary of lessons learned and conclusions.

2 Performance characterization methods

Before considering any case studies, we first review the range of performance characterization methods available: benchmarking, analysis and detailed simulation.  Our earliest work attempted to address the most basic question: how fast can a given parallel computing system run a typical application?  Benchmarking was well established for sequential and vector machines (see the early work of Hockney [2], for example), but there were few systematic performance measurements of parallel machines.  A range of specialized benchmark codes had been used to provide some performance measures but there had been no systematic attempt to relate application performance to the architectural characteristics of the parallel machines. The Genesis project [3] attempted to remedy this deficiency by introducing a multi-level approach for parallel benchmarking – low-level hardware benchmarks, numerically intensive kernel benchmarks and a number of complete ‘compact application’ codes. By combining measurement of key hardware parameters - such as node performance and communication bandwidth and latency – with measurements of the performance of the parallel machine on kernels and compact applications, some understanding of the great variation in performance that was observed on the different parallel architectures. By making available open source implementations of these benchmarks it was possible for other researchers to use the same methodology and to build up a more comprehensive archive of performance results.   

The PARKBENCH  consortium adopted this Genesis strategy  and enlarged the Genesis suite of benchmarks to provide a comprehensive set of parallel benchmarks for low-level hardware (CPU and communications), numerical kernels (e.g. matrix operations) and compact application codes.  The consortium were then able to define a comprehensive methodology for using these benchmarks and reporting results to illustrate both performance and scalability [4] that would be both acceptable to the vendors and informative for the users (see Figure 2).
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Figure 2. Benchmark analysis using PARKBENCH

The PARKBENCH benchmark suite attempted to provide a systematic way to measure the performance characteristics of parallel systems but could only provide some general  insights into the likely behavior of any particular real application.  Such application specific informationis needed to help developers of those applications achieve the best performance across a range of platforms and to establish the type and scale of parallel hardware that should be installed to meet a given operational need. Projects at Southampton have investigated several different approaches for characterizing applications and established that simulation of computational behavior (building on the work of Amdahl [5] and Hockney [2], for vector systems) was normally more accurate than approaches based on naïve analyses based on estimates of the performance of individual lines of code – ‘statement counting; (see Figure 3).
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Figure 3. Performance Prediction: Livermore Kernels

The PERFORM [6] project recognized the importance of the memory hierarchy for accurate performance estimation and attempted to find a compromise between slow, instruction level simulation of the node architecture and mere statement counting using an ‘average’ figure for each numerical operation. PERFORM introduced a novel ‘fast simulation’ method that relied on program slicing techniques to simulate the memory hierarchy only when necessary for accurate estimation. Although the PERFORM tool worked well it requires a detailed analysis both of the code and of the node architecture. For applications for which the source code is unavailable – as is often the case in industrial applications - the method cannot be applied.  In examining the scalability of parallel applications, analytical characterization parameterized using benchmarks or performance simulations was often useful.  Techniques such as Valiant’s ‘parallel slackness’ [7] - overlapping communication with processing - can often  enhance scalability significantly and this must be included in the models (Figure 4).
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Figure 4. Modeling linear algebra performance: with and without overlapping communications

Thus, the group at Southampton have explored three different but complementary approaches  to performance estimation: benchmarking to establish the basic performance characteristics of parallel machines; simulation to predict the performance of applications on a particular system, and analytical modeling of parallel scalability.  These methods make possible prediction of parallel performanceto typical accuracies of 10-20% with varying degrees of effort.

3 Task scheduling for engineering meta-applications

In the mid-1990’s, when there were early explorations of  Grids taking place in the USA, several so-called “meta-computing” projects were taking place in Europe involving large scale distributed computing. The Southampton group has been involved in several large-scale meta-computing projects including the EU projects Promenvir [8], Toolshed [9] and HPC-VAO [10]. The main application focus of these projects is engineering design optimization by simulation. In these simulations, the parameter space of key design parameters is explored to find a set of optimal values: simulations must be performed for every new set of parameter values. The applications were drawn from a variety of engineering domains including satellite alignment analysis, surface accuracy analysis, reflector deployment, crash analysis, vibro-acoustic optimization and CFD computation. Optimization by simulation is computationally expensive and the user needs these simulations to execute in the shortest possible time or within a set period or resource cost. There is a clear economic incentive to achieve efficient utilization of the available resources with as little intervention as possible. The key module of the distributed computing platform is the scheduler, which provides task allocation, resource management, run-time performance estimation and dynamic load balancing on a local or sometimes geographically dispersed network [11]. These projects were very close to the concept of the Grid in their performance management needs and there are numerous lessons to be learned from these projects that are relevant for  problems on the Grid.

The key operational issue here is that one wishes to schedule multiple, simultaneous tasks involving different application codes in an optimal way across a heterogeneous network. It is well known that this problem is computationally intractable and therefore one must use heuristics to find a ‘good’ solution.  We found it necessary to compare the workloads from different tasks prior to allocating them to a machine, in order to identify which tasks represented the largest or most critical workloads.  We could then use a heuristic in which machines were selected for each task in order of decreasing importance.  Finally, we had to calculate the expected run-times of each task on each machine, find the overall utilization, and try to move tasks from the most loaded to the least loaded machine without increasing the overall run-time for the task set.

To do this, we found it appropriate to develop machine-independent application models, in which the load associated with an application could be represented in terms of basic resource requirements (CPU, memory size, I/O traffic and disk volume).  The run-time could then be found using an application-independent machine model, describing the performance of the machine in terms of these basic resources.  Having factorized our performance models in this way, we could use the intermediate application- and machine-independent load models to compare tasks prior to making scheduling decisions about which machine each would run on.  The overall scheduling process is illustrated in Figure 5.
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Figure 5. Development of platform-independent load models

The accuracy of performance predictions obtained by this technique is illustrated by the case study of a static analysis with NASTRAN [12]. It is important to stress that, as is commonly the case for commercial codes, the source code was not available for instrumentation. A series of 2D and 3D test problems were used for benchmarking on two different architectures - a Distributed Memory IBM SP2 and a Shared Memory SGI Power Challenge. During benchmarking, the run-time, memory, disk traffic, disk space parameters were measured. These measurements were then used for the development of the analytical performance models.

Note that we cannot measure all our application loads directly, so it is necessary to extract them algebraically from measurements by inverting the resource models.  In principle, the load parameters for each task should be independent of the machine it ran on, and the machine parameters should be independent of which application was running.  In practice neither is the case because our load model is a simplification designed to support scheduling decisions, rather than an accurate depiction of how applications behaves on particular machines.  We decided to accept this simplification because of its advantages for scheduling decision support, but to use measurements from several machines to give an average value and an estimate of the modeling errors for each type of load.

Figure 6 illustrates that the derived CPU-load model (number of floating point operations) for MSC/NASTRAN running static analysis on SP2 and Power Challenge platforms.
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Figure 6. CPU load measurements for static analysis in MSC/NASTRAN

We note that the number of operations is not the same on both machines, but the divergence is small for long-running jobs, which are the ones we are most concerned to schedule correctly.  We can then obtain an application model by fitting a analytical curves to represent the dependency of loads on the application input parameters, such as degrees of freedom, front size, number of extracted eigenvalues, etc.  
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Figure 7. Derived CPU-load models for static analysis in MSC/NASTRAN

We found it was possible to fit all our static analysis loads using a single analytical load model for MSC/NASTRAN.  Figure 7 shows separate predictions for the 3D (solid block) and 2D (shell) benchmarks only for clarity of presentation. Our interest in the HPC-VAO project was to predict performance for engine-block simulations (from Renault) and car body shell simulations (from BMW), so a model that matched at these two extremes was considered quite adequate.

Models like the one presented in Figure 7 have been developed for I/O load, disk space and memory size. The advantage of this approach is that it provides simple mathematical expressions that include the key parameters governing the performance of the application. The main drawback is that the development of these models requires substantial benchmarking effort and also some knowledge of the algorithm and application. Furthermore, it is almost impossible to obtain high accuracy for arbitrary inputs from a single model of a complex industrial code like MSC/NASTRAN.  Nevertheless, these experiments demonstrate that good accuracy can be obtained for reasonably large classes of inputs (e.g. pure shell or pure solid models) even for industrial codes for which the source code is not available.

The use of neuro-fuzzy models represents a step towards the automatic generation of performance models, and was investigated in the COPE project [13]. The experience with hand-tuned performance modeling has shown that this approach requires a substantial knowledge of the governing parameters and the relationship between them if we wish to derive accurate mathematical models. The neuro-fuzzy technique offers a more promising approach since it provides learning capability and also higher accuracy. It is also important to mention that no detailed knowledge of the application is required in order to generate prediction models.  A typical scenario utilizing this approach is given in Figure 8. 
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Figure 8. Scenario for the application of neuro-fuzzy approach

Figure 9 illustrates the accuracy of results obtainable by a neuro-fuzzy technique. These models have been generated by a sample of 500 measurements. Obviously by the increasing number of samples the accuracy of the model is expected to improve. 
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Figure 9. Accuracy of neuro-fuzzy models for CPU usage and I/O traffic

Aside from the high accuracy achieved (as good if not better than our previous analytical models), this approach has the advantage that operational measurements are used to enhance the performance models.  This means that the model that emerges from the neuro-fuzzy estimator will be well matched to the users of the system. However, we should underline that it is not a silver bullet; the accuracy of this method depends on the quality and amount of input data and on the initial assumptions that serve as a seed for the modeling process, and the models may be difficult to interpret.

So what lessons can we learn from these projects for performance estimation on the Grid?  These meta-application scheduling problems are clearly highly relevant to the Grid.  There too, one  needs to establish the relative importance of different tasks in a computational workflow before deciding which machine they should run on.  The approach of factorizing the performance model, and representing the application in terms of machine-independent loads is therefore highly applicable.  However, it is clear that this approach requires a large number of performance measurements on different platforms and is not easy to apply, especially with complex industrial codes.  It is also clear (e.g. from Figure 6) that loads are not really machine-independent, and a factorized performance model is not likely to be the most accurate.

The use of neuro-fuzzy modeling to devise the required application models seems very promising, but further research is needed for deployment of this technology in a Grid environment.  In principle, an adaptive model of this type could operate automatically and be deployed in performance management agents at various points of the Grid infrastructure. However, neuro-fuzzy models derived from operational data may become too well tuned to their user community, and fail to represent a wider group of remote Grid users. One solution to this is to have users deploy their own neuro-fuzzy models based on their own operational data, so they can convert their requirements into generic loads before submitting them to a Grid server.  This suggests that a factorized approach should be the basis for quality of service negotiation between a Grid server and its clients, despite any accuracy limitations from this approach.

4 Capacity engineering for financial transaction processing

The aim of th EU funded POEM project  was to develop a very high throughput transaction processing system for transferring data in the European network of clearing banks.  The role of IT Innovation Centre at Southampton was to design benchmarks and models for evaluating and verifying the performance of the POEM system [14].
Clearing is the process of ensuring that when a payment is processed, the correct amount is both deducted from the buyer’s account, and credited to the supplier’s account, and the correct meta-data (describing the transaction) is attached at both ends.  This has to be done as quickly as possible to minimize the delay between debiting the buyer’s account and crediting the supplier.
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Figure 10. Financial Transaction Clearing

The problem is that the buyer and supplier may not use the same bank, so it is necessary to send messages in an agreed format (EDIFACT in the POEM system) between banks over a secure network (see Figure 10).  Major customers who have large numbers of such transactions to process daily are allowed to communicate with the banks using similar messages.  The banks have to translate between the EDIFACT format and their internal systems, and also split up and recombine the transactions according to where they must next be routed.  This is a significant amount of work compared to the underlying computation needed for internal processing of each transaction.  The POEM system speeds up this work by scheduling it across a parallel cluster of machines.

Our starting point for this work was to investigate the performance of the POEM software (from Mosaic GmbH) and scheduler (from GMD) using profiling and benchmarks respectively.  The software was designed to process messages to and from disk, storing incoming transaction meta-data in a database, and retrieving it again when needed in an outgoing message.  We sought to model the performance in terms of these resources, treating the database as a “primitive” resource along with the CPU and disk store.
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Figure 11. Cluster analysis of POEM profile data

To model our parallel platform was non-trivial because the resources we wished to represent are complex and interdependent.  We used a profiling test on several different platforms, obtaining the time spent in each section of the POEM code.  We then selected one of our platforms (an old IBM SP2) as a baseline, and calculated the relative performance (denoted by R) for the other platforms in each section of the code.  We then used clustering analysis (see Figure 11) and information from the code developers to determine which resource dominated in each section of the profile.  It is noteworthy that the clustering analysis differed from the code developers, and showed the file system to be important in some areas they thought were database limited!  We then calculated the relative speed of the three underlying resources for each platform by averaging the R-values across the profile sections that used them.

The profiling tests were made under light load conditions on a single workstation, so we then investigated how parallel performance depended on loading by varying the input transaction rate, and measuring the output rate.  This revealed a classic saturation curve of the type shown in Figure 12, in which the output keeps up with the input up to a certain limit, and then tends to a limit as the input rate is further increased. Evidently, throughput is sustainable only if the output keeps up with the input, because otherwise the system’s input buffers will eventually become full.  However, higher (peak) throughput can be maintained temporarily, as long as buffer space is available.

[image: image13.wmf]•

0

•

20

•

40

•

60

•

80

•

100

•

120

•

0

•

50

•

100

•

150

•

200

•

250

•

300

•

350

•

Input rate

•

Output rate

Peak Throughput

Peak Throughput

Sustainable Throughput

Sustainable Throughput

output = input

output = input

•

0

•

20

•

40

•

60

•

80

•

100

•

120

•

0

•

50

•

100

•

150

•

200

•

250

•

300

•

350

•

Input rate

•

Output rate

Peak Throughput

Peak Throughput

Sustainable Throughput

Sustainable Throughput

output = input

output = input


Figure 12. Saturation of the system

Having understood the performance of POEM, we investigated the operational conditions under which it would operate.  It turned out that the banks provided large customers with a service level agreement based on deadlines: if the customer could send payment instructions by the end of a working day, the processing would be completed by the end of the next working day.  In practice, customers would send the majority of their messages in the last hour of each working day, in order to meet the deadline.  Finally, incoming messages were either small (dealing with just a few transactions) or large (with many thousands), in a ratio that depended on the type of customer.

This implied that POEM could be deployed on a dedicated system working 24 hours per day, with enough buffering to store the bulge of incoming messages at the end of each working day, and operating under saturation conditions almost all of the time.  If the banks wanted to provide faster turnaround, this would require a larger system, also running under saturation load, to process the day’s transactions in less than 24 hours.  This system would then be idle until the following day’s messages arrived, so at least some of the nodes would presumably be non-dedicated, and added to the system only when it was saturated.

The final step was to predict the saturation throughput for various possible configurations, built using IBM F50 multiprocessor workstations, for different proportions of small and large messages.  This was done by feeding back our relative performance (R-values) for CPU, file and database I/O into profiles for small and large messages, and assuming that under saturation loads all three resources could operate in parallel by multi-tasking over several messages at once (another form of parallel slackness).  The throughput predictions shown in Figure 13 suggest that under most circumstances, one should deploy POEM on a large number of single-processor workstations.
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Figure 13. POEM throughput predictions

These results can be understood by examining the utilization of each resource (CPU, file system and database) under saturation conditions, as shown in Figure 14.
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Figure 14. Utilization of CPU, disk and database under saturation loads

It is clear that the twin-processor F50 systems are unable to fully utilize both CPUs for large messages, and hence cannot match the performance of a larger number of single-CPU machines.  However, it would be possible to reduce the total cost by installing a small number of twin-CPU systems, and scheduling messages to a single- or twin-CPU machine depending on the message size.  The final tests of the POEM system used a mixture of two- and four-CPU F50 machines, which we predicted would be limited by the database performance.  The final throughput benchmarks were within 10% of our predictions.

POEM is an interesting pre-cursor to performance modeling in Grid systems, because (like the Grid) it involved analyzing performance with reference to an operational quality of service model.  It shows that the resource models needed to predict application performance may be far more complex than the simple CPU/Memory/Disk representation supported by most Grid information services.  This may be highly relevant for performance management and quality of service in data grids.

5 Business processes on the Grid

The term Grid was coined in the mid-1990’s [15] to describe their vision of a shared computing infrastructure for researchers.  These same researchers later refined their vision of of the Grid as an infrastructure for “coordinated resource sharing and problem solving in dynamic, multi-institutional virtual organizations” [16].  However, while European meta-computing focused on industrial applications as described in Section 3 above, much of the early Grid activities in the US. focused on the academic and institutional research communities.  The result was a sophisticated infrastructure that does not yet adequately address and support the needs of business and industry. The recent convergence of Grid and Web Services-based computing through the proposed WS-RF standard at OASIS and the OGSA at the Global Grid Forum [17] has given rise to greater industrial interest in the Grid..  The current EC GRIA project [18] was initiated  in 2001 to investigate and devise business processes and models to make the Grid more easily usable by business and industry.

The GRIA project involves three industrial end users. CESI provides technical expertise in the operation of hydroelectric dams in Italy. CESI has devised an innovative way to devise structural models of these dams based on physical measurements of their vibrations, a technique they call structural identification, which is of great value after seismic events that could produce rapid changes in structural integrity.  The technique requires intensive use of finite element analysis, and CESI would like to outsource this over the Grid, gaining access to far more computational resource than they can install in house.  KINO is a TV and movie production company based in Athens, whose main business is TV commercials (KINO produced many of the official promotions for the 2004 Olympic Games in Athens).  KINO would also like to use the Grid to outsource heavy computation, especially for tasks like 3D video rendering, which they can only use occasionally with existing computing resources.  KINO also finds it essential to collaborate with their customers (e.g. advertising agencies), and hope to establish a Grid-based “virtual digital studio” to support both high-end computation and artistic collaboration.  The third end user partner is Dolphin, who produce high-performance cluster interconnect, network storage systems and management software.  Dolphin wish to explore the prospects for commercial Grid service provision to companies like CESI and KINO using their clusters, by themselves or by their customers.  The remaining two partners are IT Innovation (who are developing the GRIA infrastructure using Web Services, including business models and processes for computational outsourcing), and NTUA (who are responsible for modeling application performance).

The main focus of the GRIA project is to investigate how one can conduct computational workflows within an overall business process.  In this context, each computation task can be associated with the following activities: finding resources, estimating costs, negotiating terms, executing tasks, settling disputes and settling bills, as shown in Figure 15.
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Figure 15. Analysis and business processes in the GRIA Project

A key aspect of GRIA is the notion that Grid computation should be subject to a well-defined quality of service, agreed between the provider and consumer of Grid services.  The main quality of service that is open to negotiation is performance (there are other qualities such as security, but these are usually fixed by the Grid infrastructure).  This negotiation therefore involves performance estimation, which in GRIA draws heavily on the lessons from earlier European work.

The first lesson we took on board from the original basic research is that performance estimation is very hard to do accurately in a real world situation.  As we see from Figure 3, performance predictions often differ from measurements by up to 50%, and even the best methods have errors of around 10%-20%.  We therefore do not seek to support “guaranteed” performance based on advanced reservation of resources.  However, we also recognize that “best efforts” performance is not useful in a commercial environment.  Instead, GRIA builds in the possibility of failure into its model for quality of service agreements: each agreement in phrased in terms of the obligations on each side, and the consequences of failure.  In the first GRIA prototype, three models were supported, designed to enable both parties to manage yield, using methods similar to those found in airline reservation models:

	Model
	Party
	Obligation
	Consequences of failure

	Business
	Service consumer
	Submit the task by a specified start time
	Service provider obligation is cancelled



	
	Service provider
	Complete the requested amount of computation by a specified end time
	Pay a penalty

	Economy
	Service consumer
	Submit the task by a specified start time
	Service provider obligation is cancelled, but consumer must pay for the task

	
	Service provider
	Complete the requested amount of computation by a specified end time
	Pay a penalty

	Stand-by
	Service consumer
	Submit the task by a specified start time
	Service provider obligation is cancelled

	
	Service provider
	Complete the requested amount of computation by a specified end time
	Service provider obligation is cancelled, and consumer doesn’t have to pay


Table 1. GRIA Business Models

Note that in Table 1, the difference between the three business models is in the pricing and consequences of failure, but not the performance obligations themselves. In each case, the service consumer must specify the amount of computation they require, and submit the task by a specified start time. In each case, the service provider has to deliver this computation by a specified end time, implying a certain level of performance.

The service consumer initiates the quality of service negotiation in GRIA, by communicating their computational requirements and deadlines to a number of different service providers.  Each service provider must then decide whether they can deliver the required computation, and respond with one or more quality of service offers including which business model is proposed, the required start time and the price.  The consumer chooses one offer, and confirms their agreement in an exchange of digitally signed messages.  At this point the deal is done.  The consumer must initiate the computation by submitting the requested task by the specified start time, and subsequent interactions are as dictated by the chosen business model.

All three GRIA business models therefore depend on the ability to predict performance for a given task.  To address this requirement, NTUA developed a neuro-fuzzy estimator, trained to estimate the computing loads (CPU, Memory, I/O, Disk storage) from the input data for the GRIA applications [19,20]. In keeping with the lessons from COPE, this was deployed at the consumer site, so that the neuro-fuzzy model derived from training and operational data would be representative of the consumer’s typical usage of the application.  In practice, this benefit has not been realized, because consumers only outsource peak loads to the Grid, so the amount of operational data available for training has been rather low.  However, there have been some security advantages from load prediction by the consumer, as it means there is no need to send any application inputs to the service provider until after the quality of service agreement had been negotiated and confirmed.

On the service provider side, it is also necessary to use performance estimation to decide whether a specified computation can be provided. Initially we considered using (or developing) a sophisticated cluster resource manager and using advanced reservation to specify and police the availability of the service provider’s cluster.  We then realized that most potential GRIA service providers would have their own resource manager installed to support internal users, and we could not demand they change it.  GRIA therefore treats the cluster as an external system to which it submits jobs like any other user (currently we have interfaces for the Condor [21] or PBS [22] resource managers).  GRIA doesn’t “manage” the cluster itself, but instead maintains a model of how the cluster operates, updated with information on its current condition (e.g. the number of free nodes, the length of queues, etc). This model is used to determine the service provider’s responses to consumers’ quality of service requirements.

The main lessons we have learned so far from GRIA are that simple performance models are enough to support Grid quality of service, provided the business models and processes are designed to take account of their limitations (see [23]). By far the worst approach to Grid quality of service is to use very sophisticated models to predict performance, with quality of service models that assume the predictions are 100% accurate.

Our approach of having service consumers predict their requirements in terms of application neutral loads fits well with a natural tendering model for doing business.  It provides some security benefits by minimizing information disclosure, and should make it easier to define application-independent standards for quality of service expression and negotiation [24]. However, as previously noted, the use of an intermediate load model does degrade the accuracy of run-time predictions.  In a second EC Grid project, GEMSS [25], we use similar quality of service models but with application-specific quality of service negotiation based on direct server-side run-time estimation from application parameters.  It is not yet clear whether the security and standardization advantages of the GRIA approach using an application neutral resource model will outweigh the improved accuracy of server-side performance prediction in GEMSS.

Finally, it became clear in the GRIA v1 prototype (released in 2003) that negotiation of quality of service terms per task is very heavyweight, especially as business users still want to be involved in deciding who will run their computations for them, and are reluctant to have these decisions automated.  For GRIA v2 we are exploring bulk quality of service models, in which we can define quality of service obligations that apply to a collection of tasks (e.g. a complete structural identification or video rendering sequence).  It should be easy to create bulk quality of service requirements on the consumer side by simple aggregation of the computational loads for the lower-level tasks.  The main challenge therefore appears to be capacity estimation on the service provider side.  We believe a combination of task models taken from our meta-computing work, and throughput models drawing on work on financial transaction processing will enable us to create the required models.

6 Conclusions

In this paper, we advocate a performance engineering approach to parallel system performance that is based on a combination of basic techniques for performance estimation set in the context of some operational requirements.  We have reviewed the main methods for performance estimation (benchmarking, analytical models and simulation) and described two case studies (scheduling engineering meta-computing applications, and capacity planning for a financial transaction processing system).

Our main findings from these case studies are that performance estimation is inevitably an inexact science and that one must explore a range of methods to produce even approximate predictive models.  We have found that the best approach is a combination of experimental and analytical performance characterization.  The best way to deploy this approach for a wide range of applications is to use adaptive (e.g. neuro-fuzzy) models based on observation of these applications running on an operational system.  Nevertheless, even this approach does not necessarily produce highly accurate predictions, with errors of 10%-20% routinely, and over 50% in some cases.

However, we believe that it is better to design models that fit the operational purpose, even though this might involve some loss in accuracy.  In performance engineering applications, this almost always involves devising an application-neutral resource model to describe the underlying computing system, and expressing application behavior in terms of the loads placed on these resources.  How one chooses these resources will depend on the situation: thus our task scheduling projects used a simple model of processing, memory, I/O and disk storage resources, while our financial transaction processing study included a more complex resource to describe the use of a database system.

We then described the application of performance engineering principles to the Grid in the GRIA project to provide a business model including agreement over the quality of service for Grid computations.  The GRIA project is still in progress, but our initial findings are that the same performance engineering approach can be used, provided the quality of service agreement is constructed in terms of business obligations and contingencies, and not in terms of guaranteed performance based on accurate predictions.  In GRIA v1 we have demonstrated this with three business models for outsourcing single application tasks, but found that business users do not yet want service provider selection to be automated, and hence negotiating quality of service at this level of granularity is rather onerous.

Our current focus in GRIA is to develop bulk quality of service models that can be used across collections of computational tasks.  This will allow our user partners to negotiate quality of service agreements once for a complete structural identification procedure, or a complete TV commercial production project. Our work will then focus on experimenting to find appropriate business models (obligations and penalties) to use with such quality of service agreements.
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		Raw measurements

		Model description				Size parameters						Odds		Power Challenge								Indy								Ratio		Fsqr / MB		Comment

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK		V_DISK		V_MEM		T_EXE		L_IO		V_DISK		V_MEM		T_EXE

		bst4				150		1.0		5.1		27.0		3		2.4		19.1		6.0		3		2.4		20.7		11.0		1.8		0.01

		bst10				726		1.1		5.1		52.0		3		2.5		19.6		7.0		3		2.5		21.3		12.0		1.7		0.02

		bst20				2646		4.7		5.1		108.0		12		5.5		20.4		9.0		12		5.5		23.8		27.0		3.0		0.09

		bst30				5766		11.3		5.1		168.0		28		10.3		21.8		13.0		28		10.3		25.9		54.0		4.2		0.23

		bst40				10320		21.7		5.1		222.0		52		17.2		23.8		19.0		51		17.2		28		94.0		4.9		0.39

		bst50				16782		37.2		5.1		300.0		86		27.1		26.4		27.0		85		27.1		30.4		151.0		5.6		0.72

		bst60				24096		56.0		7.1		360.0		128		38.9		39.1		39.0		127		38.9		33.5		222.0		5.7		1.04

		bst70				32730		79.3		8.8		348.0		178		52.1		43.6		48.0		176		52.1		37.2		313.0		6.5		0.97

		bst80				42684		107.1		12.8		444.0		239		68.8		47.9		62.0		236		68.8		41.5		407.0		6.6		1.58

		bst90				53364		137.9		14.7		477.0		303		86.6		52.9		76.0		300		86.6		45.9		523.0		6.9		1.82

		bst120				71148		191.1		17.9		615.0		412		117.1		62.6		106.0		407		117.1		55.8		716.0		6.8		3.03

		bcell2				147		1.2		5.4		84.0		3		1.5		19.5		6.0		3		1.5		23.3		12.0		2.0		0.06

		bcell3				346		1.2		5.5		152.0		5		2.3		19.8		7.0		5		2.3		24.1		17.0		2.4		0.18

		bcell4				671		2.9		5.5		312.0		13		3.7		20.2		9.0		13		3.7		24.5		31.0		3.4		0.78

		bcell5				1155		6.4		5.5		324.0		26		8.2		20.7		12.0		26		8.2		24.6		53.0		4.4		0.84

		bcell6				1829		12.6		5.5		475.0		45		13.9		32.2		17.0		45		13.9		25.7		88.0		5.2		1.81

		bcell8				3874		38.8		5.5		982.0		117		35.7		36.5		36.0		116		35.7		28.9		236.0		6.6		7.71

		bcell9				5308		62.1		5.9		1,206.0		175		53.4		38.2		54.0		175		53.4		32.5		370.0		6.9		11.64

		bcll10				9241		92.6		8.3		1,536.0		259		79.0		45.7		82.0		258		79		39.9		623.0		7.6		18.87

		bcll12				14635		189.0		13.2		2,499.0		741		165.9		75.8		209.0		741		165.9		68.3		1,882.0		9.0		49.96		Needs more memory

		bcll14				21801		350.8		21.0		3,668.0		3146		312.8		76.3		573.0		3700		312.8		68.5				0.0		107.63		Needs more memory

		bcll16				30993		603.4		30.0		4,751.0		5523		746.4		76.6		1,264.0		6463		746.4		68.6				0.0		180.58		Needs more memory

		Mem dependency				T_EXE								L_IO

						60		100		200		300		60		100		200		300

		bcll12				209		198		196		198		741		510		510		510

		bcll14				573		536		462		462		3146		2441		927		927

		bcll16				1264		985		828		831		5523		4149		1464		1464

		2D_Exe_time_PCH

				DOF		1		2		3		4				X0		X1

		bst4		150		7		7		7		7				7		0

		bst10		726		7		7		8		8				6.5		0.4

		bst20		2646		9		10		12		13				7.5		1.4

		bst30		5766		13		16		20		23				9.5		3.4

		bst40		10320		19		28		31		37				14.5		5.7

		bst50		16782		26		37		44		55				17		9.4

		bst60		24096		36		50		61		75				23.5		12.8

		bst70		32730		47		67		84		106				27.5		19.4

		bst80		42684		60		85		111		134				35.5		24.8

		bst90		53364		77		109		147		178				42.5		34.1

		bst120		71148		102		146		195		245				52.5		47.8

		2D_Exe_time_SP2

				DOF		1		2		3		4				X0		X1

		bst4		150		6		7		7		8				5.5		0.6

		bst10		726		8		8		9		10				7		0.7

		bst20		2646		11		12		15		18				8		2.4

		bst30		5766		17		21		26		33				11		5.3

		bst40		10320		26		39		46		57				17		10

		bst50		16782		50		63		86		86				38.5		13.1

		bst60		24096		74		101		139		156				46.5		28.4

		bst70		32730		137		213		238		269				109		42.1

		bst80		42684		218		264		379		449				125.5		80.8

		bst90		53364		266		447		553		714				132.5		145

		bst120		711448		408		619		859		1068				183.5		222

		2D_IO/LOAD_PCH

				DOF		1		2		3		4				X0		X1

		bst4		150		3		3		3		3				3		0

		bst10		726		3		4		5		5				2.5		0.7

		bst20		2646		13		20		27		33				6.5		6.7

		bst30		5766		29		46		62		79				12.5		16.6

		bst40		10320		54		85		117		148				22.5		31.4

		bst50		16782		87		139		189		240				36.5		50.9

		bst60		24096		129		206		282		357				53.5		76

		bst70		32730		182		288		393		496				78		104.7

		bst80		42684		241		384		526		668				99		142.3

		bst90		53364		306		490		675		857				122.5		183.8

		bst120		71148		414		666		922		1176				159		254.2

		2D_IO/LOAD_SP2

				DOF		1		2		3		4				X0		X1

		bst4		150		3		3		3		3				3		0

		bst10		726		3		4		5		5				2.5		0.7

		bst20		2646		12		19		26		33				5		7

		bst30		5766		29		45		62		78				12.5		16.4

		bst40		10320		53		83		113		143				23		30

		bst50		16782		86		137		186		236				36.5		49.9

		bst60		24096		128		203		278		352				53.5		74.7

		bst70		32730		180		284		387		488				78		102.7

		bst80		42684		238		378		518		657				98.5		139.7

		bst90		53364		303		484		665		845				122.5		180.7

		bst120		711448		410		657		909		1159				159		249.9

		2D_Memory_PCH

				DOF		1		2		3		4				X0		X1

		bst4		150		25.5		22.1		25.2		25.4				23.85		0.28

		bst10		726		24.1		26.1		26		25.7				24.3		0.47

		bst20		2646		26.8		26.4		26.8		26.8				26.6		0.04

		bst30		5766		28.2		28.3		28.3		28.2				28.25		0

		bst40		10320		30.2		30.2		30.3		30.3				30.15		0.04

		bst50		16782		32.8		32.8		32.8		32.8				32.8		0

		bst60		24096		35.8		35.9		35.9		35.9				35.8		0.03

		bst70		32730		39.5		39.6		39.6		39.6				39.5		0.03

		bst80		42684		44.1		44.2		44.3		44.2				44.1		0.04

		bst90		53364		51.1		51.2		51.3		51.3				51.05		0.07

		bst120		71148		54.8		55		55		55				54.8		0.06

		2D_Memory_SP2

				DOF		1		2		3		4				X0		X1

		bst4		150		21.65		21.7		21.66		21.66				21.67		-0.001

		bst10		726		22.03		22.09		22.12		22.16				21.995		0.042

		bst20		2646		22.74		22.62		22.58		22.56				22.77		-0.058

		bst30		5766		23.92		23.94		23.9		23.91				23.935		-0.007

		bst40		10320		25.67		24.46		24.36		23.86				25.97		-0.553

		bst50		16782		25.87		25.89		26.02		26.1				25.765		0.082

		bst60		24096		29.19		29.86		29.73		30.72				28.76		0.446

		bst70		32730		33.4		34.05		33.45		33.08				33.885		-0.156

		bst80		42684		35.02		35.69		37.12		36.92				34.405		0.713

		bst90		53364		33.35		37.76		37.26		35.99				34.235		0.742

		bst120		711448		38.97		37.01		36.48		36.59				39.18		-0.767

		2D_DISK_PCH

				DOF		1		2		3		4				X0		X1

		bst4		150		2.87		2.87		2.87		2.87				2.87		-7.105427357601E-16

		bst10		726		2.87		2.87		2.93		3.26				2.675		0.123

		bst20		2646		5.78		6.01		6.13		6.16				5.705		0.126

		bst30		5766		10.31		10.87		10.87		10.87				10.31		0.168

		bst40		10320		15.15		17.94		17.94		18.11				15.065		0.888

		bst50		16782		27.17		27.17		27.21		27.21				27.15		0.016

		bst60		24096		35.54		38.88		38.93		38.93				35.515		1.022

		bst70		32730		53.03		53.03		53.03		53.03				53.03		0

		bst80		42684		69.34		69.34		69.34		69.34				69.34		0

		bst90		53364		87.35		87.68		87.93		87.93				87.225		0.199

		bst120		71148		117.29		117.48		118.63		118.63				116.715		0.517

		2D_DISK_SP2

				DOF		1		2		3		4				X0		X1

		bst4		150		1.46		1.46		1.46		1.46				1.46		0

		bst10		726		1.77		1.77		1.91		1.91				1.7		0.056

		bst20		2646		4.45		4.45		4.54		4.56				4.395		0.042

		bst30		5766		9.41		9.41		9.51		9.51				9.36		0.04

		bst40		10320		15.76		16.17		16.37		16.37				15.66		0.203

		bst50		16782		25.46		25.46		25.46		25.46				25.46		-0

		bst60		24096		36.92		36.99		36.99		37.04				36.895		0.036

		bst70		32730		50.79		50.85		50.85		50.85				50.79		0.018

		bst80		42684		66.87		66.87		66.87		66.96				66.825		0.027

		bst90		53364		84.7		85.09		85.32		85.32				84.585		0.209

		bst120		711448		114.18		115.55		115.52		115.52				114.195		0.399

		3D_Exe_time_PCH

				DOF		1		2		3		4				X0		X1

		bcell2		147		6		6		7		7				5.5		0.4

		bcell3		346		7		8		8		9				6.5		0.6

		bcell4		671		10		10		12		13				8.5		1.1

		bcell5		1155		13		14		17		19				10.5		2.1

		bcell6		1829		17		21		25		29				13		4

		bcell8		3874		36		51		66		79				22		14.4

		bcell9		5308		52		76		101		125				27.5		24.4

		bcll10		9241		87		132		180		221				42.5		45

		bcll12		14635		206		306		521		684				17		164.9

		bcll14		21801		630		1294		1839		2417				68.5		590.6

		bcll16		30993		1634		3594		4774		6604				129		1609

		3D_Exe_time_SP2

				DOF		1		2		3		4				X0		X1

		bcell2		147		7		8		11		9				6.5		0.9

		bcell3		346		8		11		11		11				8		0.9

		bcell4		671		12		14		20		17				10.5		2.1

		bcell5		1155		19		22		32		32				14		4.9

		bcell6		1829		35		38		51		53				27.5		6.7

		bcell8		3874		94		144		172		233				49.5		44.5

		bcell9		5308		148		249		373		433				56		97.9

		bcll10		9241		373		579		821		1094				115.5		240.5

		bcll12		14635		1311		2193		2873		4097				359		903.8

		bcll14		21801		5677		13523		19005						-593		6664

		bcll16		30993

		3D_IO/LOAD_PCH (40mb)

				DOF		1		2		3		4				X0		X1

		bcell2		147		3		3		3		3				3		0

		bcell3		346		5		7		9		11				3		2

		bcell4		671		13		19		25		31				7		6

		bcell5		1155		26		38		50		61				14.5		11.7

		bcell6		1829		46		67		89		111				24		21.7

		bcell8		3874		119		182		243		304				58		61.6

		bcell9		5308		176		271		366		461				81		95

		bcll10		9241		264		413		563		706				117.5		147.6

		bcll12		14635		814		1726		2771		3742				-194		982.9

		bcll14		21801		3196		7009		10062		13422				-10.5		3373.1

		bcll16		30993		8215		16139		22493		29135				1717		6911.4

		3D_IO/LOAD_PCH (60mb)

				DOF		1		2		3		4				X0		X1

		bcell2		147		3		3		3		3				3		0

		bcell3		346		5		7		9		11				3		2

		bcell4		671		13		19		25		31				7		6

		bcell5		1155		26		38		50		61				14.5		11.7

		bcell6		1829		46		67		89		111				24		21.7

		bcell8		3874		119		182		243		304				58		61.6

		bcell9		5308		176		271		366		461				81		95

		bcll10		9241		264		413		563		706				117.5		147.6

		bcll12		14635		504		976		1276		1815				84.5		423.3

		bcll14		21801		3011		5974		8490		11317				339.5		2743.4

		bcll16		30993		6846		13142		18671		23897				1468.5		5668.2

		3D_IO/LOAD_SP2

				DOF		1		2		3		4				X0		X1

		bcell2		147		3		3		3		3				3		0

		bcell3		346		5		7		9		11				3		2

		bcell4		671		13		19		25		31				7		6

		bcell5		1155		26		38		49		61				14.5		11.6

		bcell6		1829		46		67		89		110				24.5		21.4

		bcell8		3874		117		178		237		297				57.5		59.9

		bcell9		5308		175		270		364		457				81.5		94

		bcll10		9241		263		410		558		700				118		145.9

		bcll12		14635		885		1944		3083		4141				-213.5		1090.7

		bcll14		21801		3774		8370		11841						-72		4033.5

		bcll16		30993

		3D_Memory_PCH

				DOF		1		2		3		4				X0		X1

		bcell2		147		25.52		25.08		21.96		26.27				24.925		-0.087

		bcell3		346		24.38		26.35		26.56		26.24				24.435		0.579

		bcell4		671		26.84		26.96		26.76		26.96				26.84		0.016

		bcell5		1155		27.39		27.47		27.45		27.48				27.385		0.025

		bcell6		1829		28.24		28.32		28.33		28.33				28.235		0.028

		bcell8		3874		32.3		32.48		32.49		32.52				32.28		0.067

		bcell9		5308		39.16		40.17		40.19		40.16				39.165		0.302

		bcll10		9241		53.79		53.87		53.87		53.92				53.765		0.039

		bcll12		14635		55.71		55.82		55.87		55.88				55.68		0.056

		bcll14		21801		55.95		56.09		56.11		56.11				55.94		0.05

		bcll16		30993		56.04		56.27		56.38		56.46				55.945		0.137

		3D_Memory_SP2

				DOF		1		2		3		4				X0		X1

		bcell2		147		22.22		22.31		22.35		22.38				22.185		0.052

		bcell3		346		22.57		22.6		22.64		22.69				22.525		0.04

		bcell4		671		22.78		22.8		22.75		22.67				22.845		-0.038

		bcell5		1155		23.02		23.06		23.11		23.15				22.975		0.044

		bcell6		1829		23.64		23.26		23.26		23.31				23.615		-0.099

		bcell8		3874		26.41		25.25		26.34		26.25				25.91		0.061

		bcell9		5308		27.2		27.39		28.25		28.59				26.6		0.503

		bcll10		9241		33.75		34.74		35.13		34.07				34.085		0.135

		bcll12		14635		43.11		43		41.41		41.08				44.07		-0.768

		bcll14		21801		41.53		41.15		41.01		41.01				41.6		-0.17

		bcll16		30993

		3D_DISK_PCH

				DOF		1		2		3		4				X0		X1

		bcell2		147		2.87		2.87		2.89		2.89				2.86		0.008

		bcell3		346		2.89		3.97		3.97		4.01				2.87		0.336

		bcell4		671		4.38		5.27		6.37		6.37				3.83		0.707

		bcell5		1155		8.18		9.02		9.02		9.87				7.755		0.507

		bcell6		1829		16.02		16.02		16.25		16.25				15.905		0.092

		bcell8		3874		37.43		37.93		38.13		38.13				37.33		0.23

		bcell9		5308		55.3		55.3		55.3		55.43				55.235		0.039

		bcll10		9241		82.33		82.65		83.17		83.17				82.07		0.304

		bcll12		14635		155.04		163.6		163.6		168.3				152.69		3.978

		bcll14		21801		625		625.25		630.7		668.05				603.6		13.46

		bcll16		30993		1667		1672		1672		1672				1667		1.5

		3D_DISK_SP2

				DOF		1		2		3		4				X0		X1

		bcell2		147		1.48		1.48		1.48		1.48				1.48		-3.5527136788005E-16

		bcell3		346		2.46		2.54		2.54		2.54				2.46		0.024

		bcell4		671		3.47		4.16		4.89		5.03				3.035		0.541

		bcell5		1155		6.3		8.61		8.61		8.66				6.275		0.708

		bcell6		1829		14.54		14.54		14.54		14.76				14.43		0.066

		bcell8		3874		35.68		36.15		36.15		36.15				35.68		0.141

		bcell9		5308		53.6		53.66		53.66		53.66				53.6		0.018

		bcll10		9241		80.48		80.5		81.01		81.01				80.225		0.21

		bcll12		14635		158.54		162.49		165.65		165.65				156.96		2.449

		bcll14		21801

		bcll16		30993
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MM_plots(all)
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Sheet8

		Direct inversion with assumed Tstart

		Model description				Size parameters						Odds		Power Challenge								Indy										Parameters				Tset		Lcpu		Dev				Lcpu

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK		V_DISK		V_MEM		T_EXE(0)		L_IO		V_DISK		V_MEM		T_EXE(0)																Challenge		Indy		Diff

		bst4				150		1.0		5.1		27.0		3		2.4		19.1		6.0		3		2.4		20.7		11.0				Power Challenge				5.2		48.9		0.2756726427				10.9		39.8		836.9449

		bst10				726		1.1		5.1		52.0		3		2.5		19.6		7.0		3		2.5		21.3		12.0				Rcpu=		72.4		6.2		48.9		0.2255818986				83.3		57.1		684.8689

		bst20				2646		4.7		5.1		108.0		12		5.5		20.4		9.0		12		5.5		23.8		27.0				Rio=		20		6.3		150.0		0.394092279				195.5		160.9		1196.4681

		bst30				5766		11.3		5.1		168.0		28		10.3		21.8		13.0		28		10.3		25.9		54.0								7.1		327.3		1.9009953525				427.2		351.2		5771.4409

		bst40				10320		21.7		5.1		222.0		52		17.2		23.8		19.0		51		17.2		28		94.0								8.1		603.5		5.8272733291				778.3		645.3		17691.6601

		bst50				16782		37.2		5.1		300.0		86		27.1		26.4		27.0		85		27.1		30.4		151.0								9.2		983.1		12.0450568015				1234.4		1043.2		36568.9128999999

		bst60				24096		56.0		7.1		360.0		128		38.9		39.1		39.0		127		38.9		33.5		222.0				Indy				13.1		1417.3		54.3712188366				1951.2		1544.9		165071.5641

		bst70				32730		79.3		8.8		348.0		178		52.1		43.6		48.0		176		52.1		37.2		313.0				Rcpu=		17.3		8.5		2223.2		7.8024407364				2425.4		2271.5		23688.2881

		bst80				42684		107.1		12.8		444.0		239		68.8		47.9		62.0		236		68.8		41.5		407.0				Rio=		1		12.3		2746.0		43.1894664708				3221.8		2859.7		131123.6521

		bst90				53364		137.9		14.7		477.0		303		86.6		52.9		76.0		300		86.6		45.9		523.0								10.1		3682.5		19.679126518				4003.7		3759.3		59746.0249000004

		bst120				71148		191.1		17.9		615.0		412		117.1		62.6		106.0		407		117.1		55.8		716.0								15.5		5077.1		96.5065543592				5788.4		5247.1		292994.8641

		bcell2				147		1.2		5.4		84.0		3		1.5		19.5		6.0		3		1.5		23.3		12.0								4.9		71.6		0.7039544995				10.9		57.1		2137.2129

		bcell3				346		1.2		5.5		152.0		5		2.3		19.8		7.0		5		2.3		24.1		17.0				Application				5.1		119.3		0.3580425954				76.0		109.0		1087.0209

		bcell4				671		2.9		5.5		312.0		13		3.7		20.2		9.0		13		3.7		24.5		31.0				Tset=		5.7		5.3		219.4		0.1442896763				191.9		212.8		438.0649

		bcell5				1155		6.4		5.5		324.0		26		8.2		20.7		12.0		26		8.2		24.6		53.0				Dev=		1182.4592267153		5.6		370.5		0.013873505				362.0		368.5		42.1201

		bcell6				1829		12.6		5.5		475.0		45		13.9		32.2		17.0		45		13.9		25.7		88.0				Diff=		3589958.0369		5.9		642.2		0.0324784503				655.2		645.3		98.6049

		bcell8				3874		38.8		5.5		982.0		117		35.7		36.5		36.0		116		35.7		28.9		236.0								2.0		2041.3		13.6524214677				1773.8		1977.4		41448.8881000001

		bcell9				5308		62.1		5.9		1,206.0		175		53.4		38.2		54.0		175		53.4		32.5		370.0								-1.8		3404.1		55.7664701039				2863.4		3274.9		169307.5609

		bcll10				9241		92.6		8.3		1,536.0		259		79.0		45.7		82.0		258		79		39.9		623.0								-23.8		6726.3		870.5498443352				4590.2		6215.9		2642998.0329

		bcll12				14635		189.0		13.2		2,499.0		741		165.9		75.8		209.0		741		165.9		68.3		1,882.0								-132.3		22028.2						12036.5		19640.7		57823705.5561

		bcll14				21801		350.8		21.0		3,668.0		3146		312.8		76.3		573.0		3700		312.8		68.5		7,363.0																27678.5

		bcll16				30993		603.4		30.0		4,751.0		5523		746.4		76.6		1,264.0		6463		746.4		68.6		16,941.0																67704.9
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		Machine model for subcase=1

		Model description				Size parameters						Odds		Power Challenge								SP2										Parameters				Tset		Lcpu		Dev				Lcpu

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK(1)		V_DISK		V_MEM		T_EXE(1)		L_DISK(1)		V_DISK		V_MEM		T_EXE(1)		SP2/PCH														Challenge		SP2		Diff

		bst4				150		1.0		5.1		27.0		3		2.4		25.5		6		3		2.4		21.65		6		1		Power Challenge				6.2		-25.2		0.248593533				10.9		-3.3		200.5056

		bst10				726		1.1		5.1		52.0		3		2.5		24.1		7		3		2.5		22.03		8		1.1428571429		Rcpu=		72.4		5.6		86.9		0.0025709185				83.3		84.7		2.0736

		bst20				2646		4.7		5.1		108.0		13		5.5		26.8		9		12		5.5		22.74		11		1.2222222222		Rio=		20		6.7		123.4		0.9915671494				191.9		167.2		608.1156

		bst30				5766		11.3		5.1		168.0		29		10.3		28.2		13		29		10.3		23.92		17		1.3076923077						8.7		204.7		9.1357191034				423.5		337.7		7368.5056

		bst40				10320		21.7		5.1		222.0		54		17.2		30.2		19		53		17.2		25.67		26		1.3684210526						11.7		339.3		35.5619043841				767.4		601.7		27469.7476

		bst50				16782		37.2		5.1		300.0		87		27.1		32.8		26		86		27.1		25.87		50		1.9230769231						-5.5		1968.6		125.2192521325				1154.8		1476.2		103310.8164

		bst60				24096		56.0		7.1		360.0		129		38.9		35.8		36		128		38.9		29.19		74		2.0555555556		SP2				-14.4		3185.6		404.01				1726.7		2301.2		330004.2916

		bst70				32730		79.3		8.8		348.0		182		52.1		39.5		47		180		52.1		33.4		137		2.914893617		Rcpu=		44		-80.5		8580.9		7434.0826998611				2331.3		4787.2		6031543.0464

		bst80				42684		107.1		12.8		444.0		241		68.8		44.1		60		238		68.8		35.02		218		3.6333333333		Rio=		8		-169.0		15720.5		30531.9018468558				3058.9		8032.2		24733712.89

		bst90				53364		137.9		14.7		477.0		306		86.6		51.1		77		303		86.6		33.35		266		3.4545454545						-195.8		18650.9		40585.7911049395				4054.4		9786.7		32859263.29

		bst120				71148		191.1		17.9		615.0		414		117.1		54.8		102		410		117.1		38.97		408		4						-344.9		30874.5		122950.977681016				5473.4		15446.2		99455942.0176

		bcell2				147		1.2		5.4		84.0		3		1.5		25.52		7		3		1.5		22.22		7		1						7.2		-25.2		2.2457766316				83.3		40.7		1811.3536

		bcell3				346		1.2		5.5		152.0		5		2.3		24.38		7		5		2.3		22.57		8		1.1428571429		Application				5.8		70.1		0.0066732791				76.0		73.7		5.3824

		bcell4				671		2.9		5.5		312.0		13		3.7		26.84		10		13		3.7		22.78		12		1.2		Tset=		5.7		7.8		115.0		4.2517278318				264.3		205.7		3429.2736

		bcell5				1155		6.4		5.5		324.0		26		8.2		27.39		13		26.27		8.2		23.02		19		1.4615384615		Dev=		331807.028295846		5.4		452.0		0.0659332198				434.4		440.7		39.879225

		bcell6				1829		12.6		5.5		475.0		46		13.9		28.24		17		46		13.9		23.64		35		2.0588235294		Diff=		621966.599224999		-7.8		1632.1		183.3926304305				651.6		1036.2		147917.16

		bcell8				3874		38.8		5.5		982.0		119		35.7		32.3		36		117		35.7		26.41		94		2.6111111111						-46.1		5521.5		2684.6993533029				1762.9		3241.7		2186731.1376

		bcell9				5308		62.1		5.9		1,206.0		176		53.4		39.16		52		175		53.4		27.2		148		2.8461538462						-85.1		9296.0		8253.338631224				2715.0		5298.7		6675505.69

		bcll10				9241		92.6		8.3		1,536.0		264		79.0		53.79		87		263		79		33.75		373		4.2873563218						-338.7		29867.8		118603.599000198				4930.4		14714.7		95731743.7476

		bcll12				14635		189.0		13.2		2,499.0		504		165.9		55.71		206		503		165.9		43.11		1311								-1472.7		119715.2						12677.2		54666.7		1763114751.0916

		bcll14				21801		350.8		21.0		3,668.0		3011		312.8		55.95		630		3590		312.8		41.53		5677																34299.5

		bcll16				30993		603.4		30.0		4,751.0		6846		746.4		56.04		1634

		Machine model for subcase=2

		Model description				Size parameters						Odds		Power Challenge								SP2										Parameters				Tset		Lcpu		Dev				Lcpu

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK(2)		V_DISK		V_MEM		T_EXE(2)		L_DISK(2)		V_DISK		V_MEM		T_EXE(2)		sp2/pow														Challenge		SP2		Diff

		bst4				150		1.0		5.1		27.0		3		2.4		22.1		7		3		2.4		21.7		7		1		Power Challenge				7.2		-25.2		2.2457766316				83.3		40.7		1811.3536

		bst10				726		1.1		5.1		52.0		4		2.5		26.1		7		4		2.5		22.09		8		1.1428571429		Rcpu=		72.4		5.7		78.5		0.0002400317				79.6		79.2		0.1936

		bst20				2646		4.7		5.1		108.0		20		5.5		26.4		10		19		5.5		22.62		12		1.2		Rio=		20		8.2		64.5		6.0474429677				238.9		172.7		4385.0884

		bst30				5766		11.3		5.1		168.0		46		10.3		28.3		16		45		10.3		23.94		21		1.3125						11.2		182.3		30.6073874231				579.2		425.7		23562.25

		bst40				10320		21.7		5.1		222.0		85		17.2		30.2		28		83		17.2		24.46		39		1.3928571429						16.5		535.6		115.6079269986				1306.8		1008.7		88875.5344000002

		bst50				16782		37.2		5.1		300.0		139		27.1		32.8		37		137		27.1		25.89		63		1.7027027027						5.8		1763.9		0.0076254711				1762.9		1767.7		22.6576

		bst60				24096		56.0		7.1		360.0		206		38.9		35.9		50		203		38.9		29.86		101		2.02		SP2				-15.6		4012.8		452.6705732989				2461.6		3076.7		378348.009999999

		bst70				32730		79.3		8.8		348.0		288		52.1		39.6		67		284		52.1		34.05		213		3.1791044776		Rcpu=		44		-140.4		13987.5		21344.3869093434				3395.6		7559.2		17335898.0496

		bst80				42684		107.1		12.8		444.0		384		68.8		44.2		85		378		68.8		35.69		264		3.1058823529		Rio=		8		-167.3		16898.3		29929.4873259274				4351.2		9286.2		24353830.2016

		bst90				53364		137.9		14.7		477.0		490		86.6		51.2		109		484		86.6		37.76		447		4.1009174312						-382.6		33841.4		150794.391352906				5705.1		16755.2		122104268.0064

		bst120				71148		191.1		17.9		615.0		666		117.1		55		146		657		117.1		37.01		619		4.2397260274						-543.3		47528.8		301428.837262448				7746.8		23371.7		244137500.01

		bcell2				147		1.2		5.4		84.0		3		1.5		25.08		7		3		1.5		22.31		8		1.1428571429						5.6		86.9		0.0025709185				83.3		84.7		2.0736

		bcell3				346		1.2		5.5		152.0		7		2.3		26.35		8		7		2.3		22.6		11		1.375		Application				3.8		277.6		3.5513667923				141.2		194.7		2864.3904

		bcell4				671		2.9		5.5		312.0		19		3.7		26.96		10		19		3.7		22.8		14		1.4		Tset=		5.7		5.1		288.8		0.4088791906				242.5		260.7		329.7856

		bcell5				1155		6.4		5.5		324.0		38		8.2		27.47		14		38		8.2		23.06		22		1.5714285714		Dev=		834691.870755802		4.1		577.7		2.4928407062				463.4		508.2		2010.6256

		bcell6				1829		12.6		5.5		475.0		67		13.9		28.32		21		67		13.9		23.26		38		1.8095238095		Diff=		675508637.2056		-0.9		1343.2		43.5971910335				865.2		1052.7		35163.7503999999

		bcell8				3874		38.8		5.5		982.0		182		35.7		32.48		51		178		35.7		25.25		144		2.8235294118						-81.3		8934.3		7569.2450724063				2620.9		5106.2		6176815.5024

		bcell9				5308		62.1		5.9		1,206.0		271		53.4		40.17		76		270		53.4		27.39		249		3.2763157895						-174.2		17133.8		32347.7956933148				4108.7		9220.2		26127432.25

		bcll10				9241		92.6		8.3		1,536.0		413		79.0		53.87		132		410		79		34.74		579		4.3863636364						-533.4		46690.4		290622.735665542				7649.1		22970.2		234737330.8996

		bcll12				14635		189.0		13.2		2,499.0		976		165.9		55.82		306		976		165.9		43		2193								-2552.9		203452.2						18208.6		90873.2		5280144093.16

		bcll14				21801		350.8		21.0		3,668.0		5974		312.8		56.09		1294		7211		312.8		41.15		13523																71647.0

		bcll16				30993		603.4		30.0		4,751.0		13142		746.4		56.27		3594																								212218.9

		Machine model for subcase=3

		Model description				Size parameters						Odds		Power Challenge								SP2										Parameters				Tset		Lcpu		Dev				Lcpu

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK(3)		V_DISK		V_MEM		T_EXE(3)		L_DISK(3)		V_DISK		V_MEM		T_EXE(3)																Challenge		SP2		Diff

		bst4				150		1.0		5.1		27.0		3		2.4		25.2		7		3		2.4		21.66		7				Power Challenge				7.2		-25.2		2.2457766316				83.3		40.7		1811.3536

		bst10				726		1.1		5.1		52.0		5		2.5		26		8		5		2.5		22.12		9				Rcpu=		72.4		6.8		70.1		1.1700535608				148.4		117.7		943.7184

		bst20				2646		4.7		5.1		108.0		27		5.5		26.8		12		26		5.5		22.58		15				Rio=		20		9.1		117.8		11.3787442968				358.4		266.2		8497.1524

		bst30				5766		11.3		5.1		168.0		62		10.3		28.3		20		62		10.3		23.9		26								14.8		151.4		82.9638742313				810.9		552.2		66915.3424

		bst40				10320		21.7		5.1		222.0		117		17.2		30.3		31		113		17.2		24.36		46								15.2		731.9		91.0277246578				1408.2		1151.7		65781.9904000002

		bst50				16782		37.2		5.1		300.0		189		27.1		32.8		44		186		27.1		26.02		86								-8.8		3146.3		209.0264332474				2088.7		2510.2		177628.5316

		bst60				24096		56.0		7.1		360.0		282		38.9		35.9		61		278		38.9		29.73		139				SP2				-41.4		6410.5		2222.3920670502				2982.9		4336.2		1831475.0224

		bst70				32730		79.3		8.8		348.0		393		52.1		39.6		84		387		52.1		33.45		238				Rcpu=		44		-129.0		14018.3		18136.8814203531				4246.3		8092.7		14795100.6736

		bst80				42684		107.1		12.8		444.0		526		68.8		44.3		111		518		68.8		37.12		379				Rio=		8		-269.9		25703.5		75967.0055167625				5719.6		13576.2		61726163.56

		bst90				53364		137.9		14.7		477.0		675		86.6		51.3		147		665		86.6		37.26		553								-438.0		39946.2		196863.440753819				7786.6		20423.7		159695790.9264

		bst120				71148		191.1		17.9		615.0		922		117.1		55		195		909		117.1		36.48		859								-773.6		66833.1		607244.830541559				10367.7		32545.7		491864571.1204

		bcell2				147		1.2		5.4		84.0		3		1.5		21.96		8		3		1.5		22.35		11								3.6		311.3		4.6194723269				155.7		216.7		3725.8816

		bcell3				346		1.2		5.5		152.0		9		2.3		26.56		9		9		2.3		22.64		11				Application				6.5		148.6		0.6355008927				206.3		183.7		512.5696

		bcell4				671		2.9		5.5		312.0		25		3.7		26.76		12		25		3.7		22.75		20				Tset=		5.7		1.3		687.0		19.7085975005				365.6		491.7		15896.1664

		bcell5				1155		6.4		5.5		324.0		50		8.2		27.45		17		49		8.2		23.11		32				Dev=		1611457.08820274		-3.0		1270.3		75.6164967268				637.1		887.7		62790.3364

		bcell6				1829		12.6		5.5		475.0		89		13.9		28.33		25		89		13.9		23.26		51				Diff=		1304435680.3572		-9.4		2167.7		227.7123507241				1075.1		1503.7		183663.6736

		bcell8				3874		38.8		5.5		982.0		243		35.7		32.49		66		237		35.7		26.34		172								-82.5		9896.1		7785.7010593136				3486.1		6013.7		6388963.9696

		bcell9				5308		62.1		5.9		1,206.0		366		53.4		40.19		101		364		53.4		28.25		373								-296.3		27447.8		91211.6564987105				5574.8		14159.2		73691923.36

		bcll10				9241		92.6		8.3		1,536.0		563		79.0		53.87		180		558		79		35.13		821								-776.2		67206.1		611305.940569331				10581.3		32804.2		493859062.2436

		bcll12				14635		189.0		13.2		2,499.0		1276		165.9		55.87		521		1275		165.9		41.41		2873								-3038.5		253095.4						32688.6		119148.7		7475348892.01

		bcll14				21801		350.8		21.0		3,668.0		8490		312.8		56.11		1839		10145		312.8		41.01		19005																101997.1

		bcll16				30993		603.4		30.0		4,751.0		18671		746.4		56.38		4774																								277635.9

		Machine model for subcase=4

		Model description				Size parameters						Odds		Power Challenge								SP2										Parameters				Tset		Lcpu		Dev				Lcpu

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK(4)		V_DISK		V_MEM		T_EXE(4)		L_DISK(4)		V_DISK		V_MEM		T_EXE(4)																Challenge		SP2		Diff

		bst4				150		1.0		5.1		27.0		3		2.4		25.4		7		3		2.4		21.66		8				Power Challenge				5.6		86.9		0.0025709185				83.3		84.7		2.0736

		bst10				726		1.1		5.1		52.0		5		2.5		25.7		9		5		2.5		22.16		10				Rcpu=		72.4		7.8		70.1		4.3334338425				220.8		161.7		3495.1744

		bst20				2646		4.7		5.1		108.0		33		5.5		26.8		13		33		5.5		22.56		18				Rio=		20		7.4		283.2		3.0207419163				409.1		359.7		2436.4096

		bst30				5766		11.3		5.1		168.0		79		10.3		28.2		23		78		10.3		23.91		33								12.7		465.5		48.5867903194				970.2		772.2		39188.1616

		bst40				10320		21.7		5.1		222.0		148		17.2		30.3		37		143		17.2		23.86		57								15.5		1040.4		95.6539099385				1748.5		1470.7		77150.6176000001

		bst50				16782		37.2		5.1		300.0		240		27.1		32.8		55		236		27.1		26.1		86								22.6		1491.8		285.4196092045				2715.0		2235.2		230208.04

		bst60				24096		56.0		7.1		360.0		357		38.9		35.9		75		352		38.9		30.72		156				SP2				-27.2		6124.4		1081.8540150764				3743.1		4677.2		872580.174400002

		bst70				32730		79.3		8.8		348.0		496		52.1		39.6		106		488		52.1		33.08		269				Rcpu=		44		-114.2		14178.2		14383.4413826622				5495.2		8901.2		11601108.4816

		bst80				42684		107.1		12.8		444.0		668		68.8		44.2		134		657		68.8		36.92		449				Rio=		8		-310.5		29806.1		100005.599650863				6910.6		15891.7		80660516.4544

		bst90				53364		137.9		14.7		477.0		857		86.6		51.3		178		845		86.6		35.99		714								-596.5		53013.9		362627.876818092				9415.6		26517.7		292481140.3264

		bst120				71148		191.1		17.9		615.0		1176		117.1		55		245		1159		117.1		36.59		1068								-953.3		82564.8		919772.85018052				13129.7		40366.7		741851990.0416

		bcell2				147		1.2		5.4		84.0		3		1.5		26.27		7		3		1.5		22.38		9								4.1		199.1		2.56				83.3		128.7		2064.7936

		bcell3				346		1.2		5.5		152.0		11		2.3		26.24		9		11		2.3		22.69		11				Application				6.6		131.8		0.864114263				199.1		172.7		696.96

		bcell4				671		2.9		5.5		312.0		31		3.7		26.96		13		31		3.7		22.67		17				Tset=		5.7		8.9		187.9		9.9535806388				416.3		326.7		8028.16

		bcell5				1155		6.4		5.5		324.0		61		8.2		27.48		19		61		8.2		23.15		32				Dev=		2716977.99968657		2.9		945.0		7.8557825828				742.1		821.7		6336.16

		bcell6				1829		12.6		5.5		475.0		111		13.9		28.33		29		110		13.9		23.31		53				Diff=		2191405775.4272		-0.9		1766.7		43.578593533				1288.7		1476.2		35148.7503999998

		bcell8				3874		38.8		5.5		982.0		304		35.7		32.52		79		297		35.7		26.25		233								-139.9		14775.5		21208.3840587185				4231.8		8367.7		17105834.2464

		bcell9				5308		62.1		5.9		1,206.0		461		53.4		40.16		125		457		53.4		28.59		433								-321.9		30703.5		107342.062931958				6983.0		16287.7		86577814.2784

		bcll10				9241		92.6		8.3		1,536.0		706		79.0		53.92		221		700		79		34.07		1094								-1085.2		92034.7		1190056.66409244				13053.7		44035.2		959852102.9904

		bcll12				14635		189.0		13.2		2,499.0		1815		165.9		55.88		684		1814		165.9		41.08		4097								-4483.7		367572.3						42542.2		170040.2		16255729804.1616

		bcll14				21801		350.8		21.0		3,668.0		11317		312.8		56.11		2417		13534		312.8		41.01																		125585.0

		bcll16				30993		603.4		30.0		4,751.0		23897		746.4		56.46		6604

																		LCPU(0)		LCPU(1)

						DOF		1		2		3		4

				bst4		150		10.9		83.3		83.3		83.3				10.9		21.72

				bst10		726		83.3		79.6		148.4		220.8				12.7		48.13

				bst20		2646		191.9		238.9		358.4		409.1				106.8		77.11

				bst30		5766		423.5		579.2		810.9		970.2				228		187.18

				bst40		10320		767.4		1306.8		1408.2		1748.5				546.55		304.47

				bst50		16782		1154.8		1762.9		2088.7		2715				678.75		500.64

				bst60		24096		1726.7		2461.6		2982.9		3743.1				1085.95		657.05

				bst70		32730		2331.3		3395.6		4246.3		5495.2				1281.5		1034.24

				bst80		42684		3058.9		4351.2		5719.6		6910.6				1779.2		1292.35

				bst90		53364		4054.4		5705.1		7786.6		9415.6				2199.15		1816.51

				bst120		71148		5473.4		7746.8		10367.7		13129.7				2781.95		2558.98

				bcell2		147		83.3		83.3		155.7		83.3				83.3		7.24

				bcell3		346		76		141.2		206.3		199.1				47.05		43.44

				bcell4		671		264.3		242.5		365.6		416.3				177.4		57.91

				bcell5		1155		434.4		463.4		637.1		742.1				295.05		109.68

				bcell6		1829		651.6		865.2		1075.1		1288.7				439.85		212.12

				bcell8		3874		1762.9		2620.9		3486.1		4231.8				957.45		827.19

				bcell9		5308		2715		4108.7		5574.8		6983				1277.85		1427.01

				bcll10		9241		4930.4		7649.1		10581.3		13053.7				2228.1		2730.21

				bcll12		14635		12677.2		18208.6		32688.6		42542.2				3500		10407.5

				bcll14		21801		34299.5		71647		101997.1		125585				7330.5		30420.66
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		Direct inversion with assumed Tstart

		Model description				Size parameters						Odds		Power Challenge								Indy										Parameters				Lcpu				Parameters				Front						Parameters				CPU						Parameters				IO																		Parameters				Vdisk

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK		V_DISK		V_MEM		T_EXE		L_IO		V_DISK		V_MEM		T_EXE								Challenge								Est		Err								Est		Err								Est		Err						Trials		D=xNF^y				D=xN+yNF								Est		Err

		bst4				150		1.0		5.1		27.0		3		2.4		19.1		6.0		3		2.4		20.7		11.0				Power Challenge				10.9				x		0		37.5		110.25				a		106.4791963058		109.6		9748.1641613019				g		0		3.3		0.1186708954																a		5.1832668607		5.2584755122		8.170882254

		bst10				726		1.1		5.1		52.0		3		2.5		19.6		7.0		3		2.5		21.3		12.0				Rcpu=		72.4		83.3				y		2.16E-05		70.1459034792		329.2738130778				b		0		136.3		2817.0086365244				h		0.0823375892		8.1		26.0184231563						Err(CPU)		268383				268383				b		0		5.8641682322		11.3176278947

		bst20				2646		4.7		5.1		108.0		12		5.5		20.4		9.0		12		5.5		23.8		27.0				Rio=		20		195.5				z		0.25		82.2345399065		663.8589338299				c		0		236.7		1697.8610010274				j		0		16.7		22.145105764						Err(IO)		1062				1062				c		1.6713033664		8.0925727207		6.7214333122

		bst30				5766		11.3		5.1		168.0		28		10.3		21.8		13.0		28		10.3		25.9		54.0								427.2								90.7298210455		5970.6805556659				d		0.0005159187		424.0		10.0824574825				k		0.0000456581		31.4		11.265598908																				12.1779809496		3.5268124472

		bst40				10320		21.7		5.1		222.0		52		17.2		23.8		19.0		51		17.2		28		94.0								778.3								97.3478323285		15538.1629052156				e		0.0000010029		722.9		3072.4599747165				l		0		53.9		8.3224659053						a		106.4937576381				106.4791963058				Err		525.1978266369		18.6155939164		2.0039061362

		bst50				16782		37.2		5.1		300.0		86		27.1		26.4		27.0		85		27.1		30.4		151.0								1234.4								102.6231809214		38957.6087096032								1172.3		3863.6964512444								87.1		4.339489224						b		0				0								28.2101132419		1.2323514099

		bst60				24096		56.0		7.1		360.0		128		38.9		39.1		39.0		127		38.9		33.5		222.0				Indy				1951.2								107.5943141016		63708.6302738326						266054.461660543		1723.8		51697.9447551092				Err		908.5052309928		127.2		0.0537844651						c		0				0								39.8473366819		0.8974467888

		bst70				32730		79.3		8.8		348.0		178		52.1		43.6		48.0		176		52.1		37.2		313.0				Rcpu=		17.3		2425.4								112.1691505132		55616.1895696764								2413.6		139.7799633481								176.9		0.7398753211						d		0.000492024				0.0005159187								54.2700657325		4.7091852832

		bst80				42684		107.1		12.8		444.0		239		68.8		47.9		62.0		236		68.8		41.5		407.0				Rio=		1		3221.8								116.1637459782		107476.609451049								3242.2		417.5869528297								236.0		0.002234039						e		0.0000009122				0.0000010029								71.4783003937		7.1732929988

		bst90				53364		137.9		14.7		477.0		303		86.6		52.9		76.0		300		86.6		45.9		523.0								4003.7								119.6360703706		127708.978200132								4166.3		26417.2386621013								301.3		1.805554646						g		0				0								90.5435387953		15.5514982302

		bst120				71148		191.1		17.9		615.0		412		117.1		62.6		106.0		407		117.1		55.8		716.0								5788.4								124.3495561677		240737.858032796								5774.3		198.6917227421								414.2		51.6389088577						h		0.0755131091				0.0791802699								123.4744051254		40.6330407029

		bcell2				147		1.2		5.4		84.0		3		1.5		19.5		6.0		3		1.5		23.3		12.0								10.9								36.75		2232.5625								109.5		9723.0307930078								3.3		0.0742905281						j		0				0								5.2554972496		14.1037595919

		bcell3				346		1.2		5.5		152.0		5		2.3		19.8		7.0		5		2.3		24.1		17.0				Application				76.0								86.5		4290.25								124.5		2351.9141706486								8.5		12.1710473534						k		0.0000436618				0.0000457822								5.5834303684		10.7809149838

		bcell4				671		2.9		5.5		312.0		13		3.7		20.2		9.0		13		3.7		24.5		31.0				Tset=		5.7		191.9								167.75		20808.0625								183.5		70.087006111								19.0		35.4193765142						l		0				0								6.6882454587		8.9296109214

		bcell5				1155		6.4		5.5		324.0		26		8.2		20.7		12.0		26		8.2		24.6		53.0								362.0								256.5335898669		4551.7164962445								335.6		698.243463402								34.7		74.8343339033						x		2.5749530008				0								9.1448748403		0.8927884638

		bcell6				1829		12.6		5.5		475.0		45		13.9		32.2		17.0		45		13.9		25.7		88.0								655.2								318.9356661199		24356.0763094331								594.0		3745.3961133855								52.9		62.319767151						y		1				2.7								12.9826825705		0.8414712665

		bcell8				3874		38.8		5.5		982.0		117		35.7		36.5		36.0		116		35.7		28.9		236.0								1773.8								463.6799938813		268655.628742852								1868.6		8979.2123576539								120.2		17.5877344301																				29.2005152368		42.2433021868

		bcell9				5308		62.1		5.9		1,206.0		175		53.4		38.2		54.0		175		53.4		32.5		370.0								2863.4								541.6352675207		441380.497762261								3151.5		82984.3264495087								175.9		0.746473305																				43.6232442874		95.5849522638

		bcll10				9241		92.6		8.3		1,536.0		259		79.0		45.7		82.0		258		79		39.9		623.0								4590.2								463.9148400646		1149366.5901537								4312.9		76892.9315227081								233.9		579.0950580494																				62.502782315		272.1581913465

		bcll12				14635		189.0		13.2		2,499.0		741		165.9		75.8		209.0		741		165.9		68.3		1,882.0								12036.5								597.8817902289		3614250.44752326								9867.5		4704576.75558824								448.7		85417.9287911554																				122.1745025071		1911.9191310001

		bcll14				21801		350.8		21.0		3,668.0		3146		312.8		76.3		573.0		3700		312.8		68.5										27678.5								744.9539351746		8544198.29709145								20619.3		49832830.2004573								802.9		8393425.29838468																				222.3289042404		8185.0191679482

		bcll16				30993		603.4		30.0		4,751.0		5523		746.4		76.6		1,264.0		6463		746.4		68.6										67704.9								901.3385340298		14819893.4025759								39771.3		780284708.695072								1349.7		26146025.1558469																				378.6886191836		135211.659581882
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		Model description				Size parameters						Odds		Power Challenge								Indy										Parameters				Lcpu				Parameters				Front						Parameters				CPU						Parameters				IO				L_IO(0)														Parameters				Vdisk

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK		V_DISK		V_MEM		T_EXE		L_IO		V_DISK		V_MEM		T_EXE								Challenge								Est		Err								Est		Err								Est		Err						Trials		D=xNF^y				D=xN+yNF								Est		Err

		bst4				150		1.0		5.1		27.0		3		2.4		19.1		6.0		3		2.4		20.7		11.0				Power Challenge				10.9				x		0		37.5		110.25				a		1.11E+01		13.4550940393		6.5285055497				g		2.5		2.6		0.1503782378		3														a		5.1832668607		5.2584755122		8.170882254

		bst10				726		1.1		5.1		52.0		3		2.5		19.6		7.0		3		2.5		21.3		12.0				Rcpu=		72.4		12.7				y		2.16E-05		70.1459034792		329.2738130778				b		0.00E+00		32.0479753331		374.3441494918				h		0		3.5		1.0321061035		2.5				Err(CPU)		268383				268383				b		0		5.8641682322		11.3176278947

		bst20				2646		4.7		5.1		108.0		12		5.5		20.4		9.0		12		5.5		23.8		27.0				Rio=		20		106.8				z		0.25		82.2345399065		663.8589338299				c		4.10E-04		100.4530572522		40.2836822437				j		0		6.8		0.1161280826		6.5				Err(IO)		1062				1062				c		1.6713033664		8.0925727207		6.7214333122

		bst30				5766		11.3		5.1		168.0		28		10.3		21.8		13.0		28		10.3		25.9		54.0								228								90.7298210455		5970.6805556659				d		0.00E+00		225.8623741038		4.5694444719				k		1.99E-05		12.9		0.1903865595		12.5																		12.1779809496		3.5268124472

		bst40				10320		21.7		5.1		222.0		52		17.2		23.8		19.0		51		17.2		28		94.0								546.55								97.3478323285		15538.1629052156				e				423.4770552034		15146.9497409113				l		0.00E+00		22.5		0.0017184173		22.5				a		106.4937576381				106.4791963058				Err		525.1978266369		18.6155939164		2.0039061362

		bst50				16782		37.2		5.1		300.0		86		27.1		26.4		27.0		85		27.1		30.4		151.0								678.75								102.6231809214		38957.6087096032								717.9989356883		1540.4789526622								36.9		0.1272904968		36.5				b		0				0								28.2101132419		1.2323514099

		bst60				24096		56.0		7.1		360.0		128		38.9		39.1		39.0		127		38.9		33.5		222.0				Indy				1085.95								107.5943141016		63708.6302738326				Error		1846881.77526872		1075.225474599		115.0154450772				Err		2308.1402140841		54.2		0.5182283179		53.5				c		0				0								39.8473366819		0.8974467888

		bst70				32730		79.3		8.8		348.0		178		52.1		43.6		48.0		176		52.1		37.2		313.0				Rcpu=		17.3		1281.5								112.1691505132		55616.1895696764								1517.9583659085		55912.558808129								75.7		5.1119155111		78				d		0.000492024				0.0005159187								54.2700657325		4.7091852832

		bst80				42684		107.1		12.8		444.0		239		68.8		47.9		62.0		236		68.8		41.5		407.0				Rio=		1		1779.2								116.1637459782		107476.609451049								2046.1976096169		71287.7235411423								101.4		5.8287091251		99				e		0.0000009122				0.0000010029								71.4783003937		7.1732929988

		bst90				53364		137.9		14.7		477.0		303		86.6		52.9		76.0		300		86.6		45.9		523.0								2199.15								119.6360703706		127708.978200132								2631.4410882578		186875.584987156								129.9		54.1726380651		122.5				g		0				0								90.5435387953		15.5514982302

		bst120				71148		191.1		17.9		615.0		412		117.1		62.6		106.0		407		117.1		55.8		716.0								2781.95								124.3495561677		240737.858032796								3642.3161877286		740229.976986594								179.0		399.7637595125		159				h		0.0755131091				0.0791802699								123.4744051254		40.6330407029

		bcell2				147		1.2		5.4		84.0		3		1.5		19.5		6.0		3		1.5		23.3		12.0								83.3								36.75		2232.5625								13.3636706473		4891.0901633266								2.6		0.1538443662		3				j		0				0								5.2554972496		14.1037595919

		bcell3				346		1.2		5.5		152.0		5		2.3		19.8		7.0		5		2.3		24.1		17.0				Application				47.05								86.5		4290.25								23.4301967051		557.8951076911								3.1		0.0094199681		3				k		0.0000436618				0.0000457822								5.5834303684		10.7809149838

		bcell4				671		2.9		5.5		312.0		13		3.7		20.2		9.0		13		3.7		24.5		31.0				Tset=		5.7		177.4								167.75		20808.0625								57.344581257		14413.3035695516								4.7		5.0828814848		7				l		0				0								6.6882454587		8.9296109214

		bcell5				1155		6.4		5.5		324.0		26		8.2		20.7		12.0		26		8.2		24.6		53.0								295.05								256.5335898669		4551.7164962445								132.7554570473		26339.5186722162								8.4		37.0778266846		14.5				x		2.5749530008				0								9.1448748403		0.8927884638

		bcell6				1829		12.6		5.5		475.0		45		13.9		32.2		17.0		45		13.9		25.7		88.0								439.85								318.9356661199		24356.0763094331								250.5642092413		35829.1105831518								14.1		97.2792982009		24				y		1				2.7								12.9826825705		0.8414712665

		bcell8				3874		38.8		5.5		982.0		117		35.7		36.5		36.0		116		35.7		28.9		236.0								957.45								463.6799938813		268655.628742852								748.401194319		43701.4031566646								38.3		386.7323300982		58																		29.2005152368		42.2433021868

		bcell9				5308		62.1		5.9		1,206.0		175		53.4		38.2		54.0		175		53.4		32.5		370.0								1277.85								541.6352675207		441380.497762261								1191.1340856285		7519.6498052825								59.9		447.1679706025		81																		43.6232442874		95.5849522638

		bcll10				9241		92.6		8.3		1,536.0		259		79.0		45.7		82.0		258		79		39.9		623.0								2228.1								463.9148400646		1149366.5901537								1770.6771407762		209235.672140473								88.0		868.9219966735		117.5																		62.502782315		272.1581913465

		bcll12				14635		189.0		13.2		2,499.0		741		165.9		75.8		209.0		741		165.9		68.3		1,882.0								3500								597.8817902289		3614250.44752326								3602.4132232758		10488.4683017346								177.1		137681.514390294		-194																		122.1745025071		1911.9191310001

		bcll14				21801		350.8		21.0		3,668.0		3146		312.8		76.3		573.0		3700		312.8		68.5										7330.5								744.9539351746		8544198.29709145								6676.8416273051		427269.268194078								326.5		113560.9864363		-10.5																		222.3289042404		8185.0191679482

		bcll16				30993		603.4		30.0		4,751.0		5523		746.4		76.6		1,264.0		6463		746.4		68.6																		901.3385340298		14819893.4025759																		559.8		313355.56873782																				378.6886191836		135211.659581882

		Load components

														2D_IO/LOAD_PCH

				DOF		LCPU(0)		LCPU(1)								DOF		X0		X1

		bst4		150		10.9		21.72						bst4		150		3		0

		bst10		726		12.7		48.13						bst10		726		2.5		0.7

		bst20		2646		106.8		77.11						bst20		2646		6.5		6.7

		bst30		5766		228		187.18						bst30		5766		12.5		16.6

		bst40		10320		546.55		304.47						bst40		10320		22.5		31.4

		bst50		16782		678.75		500.64						bst50		16782		36.5		50.9

		bst60		24096		1085.95		657.05						bst60		24096		53.5		76

		bst70		32730		1281.5		1034.24						bst70		32730		78		104.7

		bst80		42684		1779.2		1292.35						bst80		42684		99		142.3

		bst90		53364		2199.15		1816.51						bst90		53364		122.5		183.8

		bst120		71148		2781.95		2558.98						bst120		71148		159		254.2				3D (60mb)		DOF		X0		X1

		bcell2		147		83.3		7.24						bcell2		147		3		0				bcell2		147		3		0

		bcell3		346		47.05		43.44						bcell3		346		3		2				bcell3		346		3		2

		bcell4		671		177.4		57.91						bcell4		671		7		6				bcell4		671		7		6

		bcell5		1155		295.05		109.68						bcell5		1155		14.5		11.7				bcell5		1155		14.5		11.7

		bcell6		1829		439.85		212.12						bcell6		1829		24		21.7				bcell6		1829		24		21.7

		bcell8		3874		957.45		827.19						bcell8		3874		58		61.6				bcell8		3874		58		61.6

		bcell9		5308		1277.85		1427.01						bcell9		5308		81		95				bcell9		5308		81		95

		bcll10		9241		2228.1		2730.21						bcll10		9241		117.5		147.6				bcll10		9241		117.5		147.6

		bcll12		14635		3500		10407.5						bcll12		14635		-194		982.9				bcll12		14635		84.5		423.3

		bcll14		21801		7330.5		30420.66						bcll14		21801		-10.5		3373.1				bcll14		21801		339.5		2743.4

																								bcll16		30993		1468.5		5668.2

		Model description				Size parameters						Odds		Power Challenge								Indy										Parameters				Lcpu				Parameters				Front						Parameters				CPU						Parameters				IO				L_IO(1)		LIO(1 sub)		LIO(est)				Lcpu(1 sub)		Est

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK		V_DISK		V_MEM		T_EXE		L_IO		V_DISK		V_MEM		T_EXE								Challenge								Est		Err								Est		Err								Est		Err

		bst4				150		1.0		5.1		27.0		3		2.4		19.1		6.0		3		2.4		20.7		11.0				Power Challenge				21.72				x		0		37.5		110.25				a		20		21.8		0.0071866308				g		1.0974913973		1.3		1.6568468327		0		3		3.9				32.62		35.3

		bst10				726		1.1		5.1		52.0		3		2.5		19.6		7.0		3		2.5		21.3		12.0				Rcpu=		72.4		48.13				y		2.16E-05		70.1459034792		329.2738130778								33.7		209.4820190311				h		0		2.8		4.4727499659		0.7		3.2		6.3				60.83		65.7

		bst20				2646		4.7		5.1		108.0		12		5.5		20.4		9.0		12		5.5		23.8		27.0				Rio=		20		77.11				z		0.25		82.2345399065		663.8589338299				b		6.88E-03		77.8		0.5411983282				j		0		8.4		3.0118123876		6.7		13.2		15.3				183.91		178.3

		bst30				5766		11.3		5.1		168.0		28		10.3		21.8		13.0		28		10.3		25.9		54.0								187.18								90.7298210455		5970.6805556659				c		1.00E-04		159.4		770.3662439711				k		3.37E-05		18.7		4.5788946462		16.6		29.1		31.7				415.18		385.3

		bst40				10320		21.7		5.1		222.0		52		17.2		23.8		19.0		51		17.2		28		94.0								304.47								97.3478323285		15538.1629052156				d		1.00E-06		289.2		232.6408674885				l		0		35.0		12.7951905471		31.4		53.9		57.5				851.02		712.7

		bst50				16782		37.2		5.1		300.0		86		27.1		26.4		27.0		85		27.1		30.4		151.0								500.64								102.6231809214		38957.6087096032								484.3		265.4269061748								59.2		68.5039561536		50.9		87.4		96.0				1179.39		1202.3

		bst60				24096		56.0		7.1		360.0		128		38.9		39.1		39.0		127		38.9		33.5		222.0				Indy				657.05								107.5943141016		63708.6302738326				Error		356066.643948691		723.9		4466.4328324733				Err		17.1550892921		88.5		156.9652087338		76		129.5		142.7				1743		1799.1

		bst70				32730		79.3		8.8		348.0		178		52.1		43.6		48.0		176		52.1		37.2		313.0				Rcpu=		17.3		1034.24								112.1691505132		55616.1895696764								1024.0		105.402245626								124.9		408.2885717104		104.7		182.7		200.6				2315.74		2541.9

		bst80				42684		107.1		12.8		444.0		239		68.8		47.9		62.0		236		68.8		41.5		407.0				Rio=		1		1292.35								116.1637459782		107476.609451049								1385.3		8637.6616482038								168.3		676.4909743433		142.3		241.3		269.7				3071.55		3431.5

		bst90				53364		137.9		14.7		477.0		303		86.6		52.9		76.0		300		86.6		45.9		523.0								1816.51								119.6360703706		127708.978200132								1789.1		750.1086458678								216.4		1062.5341891649		183.8		306.3		346.3				4015.66		4420.6

		bst120				71148		191.1		17.9		615.0		412		117.1		62.6		106.0		407		117.1		55.8		716.0								2558.98								124.3495561677		240737.858032796								2494.1		4215.3975787226								299.5		2048.1115581723		254.2		413.2		478.5				5340.93		6136.4

		bcell2				147		1.2		5.4		84.0		3		1.5		19.5		6.0		3		1.5		23.3		12.0								7.24								36.75		2232.5625								21.7		210.5246458549								1.3		1.6375648639		0		3		3.9				90.54		35.1

		bcell3				346		1.2		5.5		152.0		5		2.3		19.8		7.0		5		2.3		24.1		17.0				Application				43.44								86.5		4290.25								28.0		239.6084801096								2.1		0.0114061506		2		5		5.2				90.49		51.4

		bcell4				671		2.9		5.5		312.0		13		3.7		20.2		9.0		13		3.7		24.5		31.0				Tset=		5.7		57.91								167.75		20808.0625								54.8		9.9760030252								4.9		1.2245463333		6		13		9.6				235.31		112.1

		bcell5				1155		6.4		5.5		324.0		26		8.2		20.7		12.0		26		8.2		24.6		53.0								109.68								256.5335898669		4551.7164962445								133.6		571.2517407027								11.1		0.3725694624		11.7		26.2		19.5				404.73		266.3

		bcell6				1829		12.6		5.5		475.0		45		13.9		32.2		17.0		45		13.9		25.7		88.0								212.12								318.9356661199		24356.0763094331								277.0		4203.5212432541								20.8		0.8658574909		21.7		45.7		34.9				651.97		527.5

		bcell8				3874		38.8		5.5		982.0		117		35.7		36.5		36.0		116		35.7		28.9		236.0								827.19								463.6799938813		268655.628742852								1059.2		53815.7732560398								61.7		0.0055864645		61.6		119.6		100.0				1784.64		1807.6

		bcell9				5308		62.1		5.9		1,206.0		175		53.4		38.2		54.0		175		53.4		32.5		370.0								1427.01								541.6352675207		441380.497762261								1901.2		224853.268303822								98.1		9.3166500363		95		176		157.9				2704.86		3092.3

		bcll10				9241		92.6		8.3		1,536.0		259		79.0		45.7		82.0		258		79		39.9		623.0								2730.21								463.9148400646		1149366.5901537								2501.1		52509.2600899948								145.7		3.7209084902		147.6		265.1		233.7				4958.31		4271.7

		bcll12				14635		189.0		13.2		2,499.0		741		165.9		75.8		209.0		741		165.9		68.3		1,882.0								10407.5								597.8817902289		3614250.44752326								6227.1		17475830.0350202								296.2		471587.928150889		982.9		788.9		473.2				13907.5		9829.5

		bcll14				21801		350.8		21.0		3,668.0		3146		312.8		76.3		573.0		3700		312.8		68.5										30420.66								744.9539351746		8544198.29709145								13892.6		273177684.813283								548.8		7976722.54930437		3373.1		3362.6		875.3				37751.16		20569.4

		bcll16				30993		603.4		30.0		4,751.0		5523		746.4		76.6		1,264.0		6463		746.4		68.6																		901.3385340298		14819893.4025759								28205.7		0
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		Model description				Size parameters						Odds		Power Challenge								Indy										Parameters				Lcpu				Parameters				Front						Parameters				CPU						Parameters				IO				L_IO(0)														Parameters				Vdisk

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK		V_DISK		V_MEM		T_EXE		L_IO		V_DISK		V_MEM		T_EXE								Challenge								Est		Err								Est		Err								Est		Err						Trials		D=xNF^y				D=xN+yNF								Est		Err

		bst4				150		1.0		5.1		27.0		3		2.4		19.1		6.0		3		2.4		20.7		11.0				Power Challenge				10.9				x		0		37.5		110.25				a		0		5.1		33.4287385131				g		0		2.2		0.5815065834		3														a		5.1832668607		5.2584755122		8.170882254

		bst10				726		1.1		5.1		52.0		3		2.5		19.6		7.0		3		2.5		21.3		12.0				Rcpu=		72.4		12.7				y		2.16E-05		70.1459034792		329.2738130778				b		2.24E-03		28.9		261.0077989886				h		0.0569474104		4.9		5.8430309481		2.5				Err(CPU)		268383				268383				b		0		5.8641682322		11.3176278947

		bst20				2646		4.7		5.1		108.0		12		5.5		20.4		9.0		12		5.5		23.8		27.0				Rio=		20		106.8				z		0.25		82.2345399065		663.8589338299				c		0.0003503726		91.4		237.9617805146				j		0		8.6		4.5160470925		6.5				Err(IO)		1062				1062				c		1.6713033664		8.0925727207		6.7214333122

		bst30				5766		11.3		5.1		168.0		28		10.3		21.8		13.0		28		10.3		25.9		54.0								228								90.7298210455		5970.6805556659				d				201.7		690.587850233				k		0.0000181167		14.6		4.5990328912		12.5																		12.1779809496		3.5268124472

		bst40				10320		21.7		5.1		222.0		52		17.2		23.8		19.0		51		17.2		28		94.0								546.55								97.3478323285		15538.1629052156				e				373.2		30048.5998486178				l		0		23.7		1.5481824267		22.5				a		106.4937576381				106.4791963058				Err		525.1978266369		18.6155939164		2.0039061362

		bst50				16782		37.2		5.1		300.0		86		27.1		26.4		27.0		85		27.1		30.4		151.0								678.75								102.6231809214		38957.6087096032								627.0		2679.0469951789								37.0		0.2971036082		36.5				b		0				0								28.2101132419		1.2323514099

		bst60				24096		56.0		7.1		360.0		128		38.9		39.1		39.0		127		38.9		33.5		222.0				Indy				1085.95								107.5943141016		63708.6302738326				Error		719785.059186623		934.3		23002.7924250345				Err		383.5924871909		53.1		0.1629041302		53.5				c		0				0								39.8473366819		0.8974467888

		bst70				32730		79.3		8.8		348.0		178		52.1		43.6		48.0		176		52.1		37.2		313.0				Rcpu=		17.3		1281.5								112.1691505132		55616.1895696764								1314.5		1087.7891782903								72.9		26.0157089714		78				d		0.000492024				0.0005159187								54.2700657325		4.7091852832

		bst80				42684		107.1		12.8		444.0		239		68.8		47.9		62.0		236		68.8		41.5		407.0				Rio=		1		1779.2								116.1637459782		107476.609451049								1767.5		137.6982332069								96.4		6.5343656717		99				e		0.0000009122				0.0000010029								71.4783003937		7.1732929988

		bst90				53364		137.9		14.7		477.0		303		86.6		52.9		76.0		300		86.6		45.9		523.0								2199.15								119.6360703706		127708.978200132								2268.9		4865.53043376								122.5		0.0006481058		122.5				g		0				0								90.5435387953		15.5514982302

		bst120				71148		191.1		17.9		615.0		412		117.1		62.6		106.0		407		117.1		55.8		716.0								2781.95								124.3495561677		240737.858032796								3134.4		124243.487719109								167.4		69.9510270638		159				h		0.0755131091				0.0791802699								123.4744051254		40.6330407029

		bcell2				147		1.2		5.4		84.0		3		1.5		19.5		6.0		3		1.5		23.3		12.0								83.3								36.75		2232.5625								4.9		6144.120662704								2.2		0.6549856505		3				j		0				0								5.2554972496		14.1037595919

		bcell3				346		1.2		5.5		152.0		5		2.3		19.8		7.0		5		2.3		24.1		17.0				Application				47.05								86.5		4290.25								27.2		392.7261274528								5.5		6.0918389279		3				k		0.0000436618				0.0000457822								5.5834303684		10.7809149838

		bcell4				671		2.9		5.5		312.0		13		3.7		20.2		9.0		13		3.7		24.5		31.0				Tset=		5.7		177.4								167.75		20808.0625								102.4		5622.0544364777								11.6		21.087805296		7				l		0				0								6.6882454587		8.9296109214

		bcell5				1155		6.4		5.5		324.0		26		8.2		20.7		12.0		26		8.2		24.6		53.0								295.05								256.5335898669		4551.7164962445								251.1		1931.1247639952								20.0		29.9956515348		14.5				x		2.5749530008				0								9.1448748403		0.8927884638

		bcell6				1829		12.6		5.5		475.0		45		13.9		32.2		17.0		45		13.9		25.7		88.0								439.85								318.9356661199		24356.0763094331								432.0		60.8667305615								28.7		22.3787958541		24				y		1				2.7								12.9826825705		0.8414712665

		bcell8				3874		38.8		5.5		982.0		117		35.7		36.5		36.0		116		35.7		28.9		236.0								957.45								463.6799938813		268655.628742852								1110.6		23446.5775141381								58.9		0.8992707228		58																		29.2005152368		42.2433021868

		bcell9				5308		62.1		5.9		1,206.0		175		53.4		38.2		54.0		175		53.4		32.5		370.0								1277.85								541.6352675207		441380.497762261								1663.9		149052.922243595								82.9		3.7255905697		81																		43.6232442874		95.5849522638

		bcll10				9241		92.6		8.3		1,536.0		259		79.0		45.7		82.0		258		79		39.9		623.0								2228.1								463.9148400646		1149366.5901537								1983.7		59708.1400273682								104.1		179.9454833761		117.5																		62.502782315		272.1581913465

		bcll12				14635		189.0		13.2		2,499.0		741		165.9		75.8		209.0		741		165.9		68.3		1,882.0								3500								597.8817902289		3614250.44752326								3865.8		133819.905969386								192.6		11678.8576876401		84.5																		122.1745025071		1911.9191310001

		bcll14				21801		350.8		21.0		3,668.0		3146		312.8		76.3		573.0		3700		312.8		68.5										7330.5								744.9539351746		8544198.29709145								6932.4		158496.239110715								336.7		8.1140129354		339.5																		222.3289042404		8185.0191679482

		bcll16				30993		603.4		30.0		4,751.0		5523		746.4		76.6		1,264.0		6463		746.4		68.6																		901.3385340298		14819893.4025759																		557.4		830063.692277033		1468.5																		378.6886191836		135211.659581882

		Load components

														2D_IO/LOAD_PCH (40mb)

				DOF		LCPU(0)		LCPU(1)								DOF		X0		X1

		bst4		150		10.9		21.72						bst4		150		3		0

		bst10		726		12.7		48.13						bst10		726		2.5		0.7

		bst20		2646		106.8		77.11						bst20		2646		6.5		6.7

		bst30		5766		228		187.18						bst30		5766		12.5		16.6

		bst40		10320		546.55		304.47						bst40		10320		22.5		31.4

		bst50		16782		678.75		500.64						bst50		16782		36.5		50.9

		bst60		24096		1085.95		657.05						bst60		24096		53.5		76

		bst70		32730		1281.5		1034.24						bst70		32730		78		104.7

		bst80		42684		1779.2		1292.35						bst80		42684		99		142.3

		bst90		53364		2199.15		1816.51						bst90		53364		122.5		183.8

		bst120		71148		2781.95		2558.98						bst120		71148		159		254.2				3D (60mb)		DOF		X0		X1

		bcell2		147		83.3		7.24						bcell2		147		3		0				bcell2		147		3		0

		bcell3		346		47.05		43.44						bcell3		346		3		2				bcell3		346		3		2

		bcell4		671		177.4		57.91						bcell4		671		7		6				bcell4		671		7		6

		bcell5		1155		295.05		109.68						bcell5		1155		14.5		11.7				bcell5		1155		14.5		11.7

		bcell6		1829		439.85		212.12						bcell6		1829		24		21.7				bcell6		1829		24		21.7

		bcell8		3874		957.45		827.19						bcell8		3874		58		61.6				bcell8		3874		58		61.6

		bcell9		5308		1277.85		1427.01						bcell9		5308		81		95				bcell9		5308		81		95

		bcll10		9241		2228.1		2730.21						bcll10		9241		117.5		147.6				bcll10		9241		117.5		147.6

		bcll12		14635		3500		10407.5						bcll12		14635		-194		982.9				bcll12		14635		84.5		423.3

		bcll14		21801		7330.5		30420.66						bcll14		21801		-10.5		3373.1				bcll14		21801		339.5		2743.4

																								bcll16		30993		1468.5		5668.2

		Model description				Size parameters						Odds		Power Challenge								Indy										Parameters				Lcpu				Parameters				Front						Parameters				CPU						Parameters				IO				L_IO(1)

						DOFS		DISK/MB		MEM/MB		FS_MAX		L_DISK		V_DISK		V_MEM		T_EXE		L_IO		V_DISK		V_MEM		T_EXE								Challenge								Est		Err								Est		Err								Est		Err

		bst4				150		1.0		5.1		27.0		3		2.4		19.1		6.0		3		2.4		20.7		11.0				Power Challenge				21.72				x		0		37.5		110.25				a		22.5787849089		23.1		1.8510336707				g		0		1.2		1.5346305559		0

		bst10				726		1.1		5.1		52.0		3		2.5		19.6		7.0		3		2.5		21.3		12.0				Rcpu=		72.4		48.13				y		2.16E-05		70.1459034792		329.2738130778				b		0.00E+00		31.1		290.8446807412				h		0.027731958		4.1		11.231085034		0.7

		bst20				2646		4.7		5.1		108.0		12		5.5		20.4		9.0		12		5.5		23.8		27.0				Rio=		20		77.11				z		0.25		82.2345399065		663.8589338299				c		0		65.1		143.2549021091				j		0		11.8		25.6290350302		6.7

		bst30				5766		11.3		5.1		168.0		28		10.3		21.8		13.0		28		10.3		25.9		54.0								187.18								90.7298210455		5970.6805556659				d		0.00E+00		135.5		2672.8132131581				k		0.0000284569		26.1		90.8280880138		16.6

		bst40				10320		21.7		5.1		222.0		52		17.2		23.8		19.0		51		17.2		28		94.0								304.47								97.3478323285		15538.1629052156				e		2.38E-06		255.2		2427.0223068117				l		0.0000001839		49.3		319.3308072433		31.4

		bst50				16782		37.2		5.1		300.0		86		27.1		26.4		27.0		85		27.1		30.4		151.0								500.64								102.6231809214		38957.6087096032								443.0		3324.9631520036								84.4		1118.9693273739		50.9

		bst60				24096		56.0		7.1		360.0		128		38.9		39.1		39.0		127		38.9		33.5		222.0				Indy				657.05								107.5943141016		63708.6302738326				Error		17728889.5270332		686.1		843.5039794648				Err		1012853.86502266		128.0		2709.123176323		76

		bst70				32730		79.3		8.8		348.0		178		52.1		43.6		48.0		176		52.1		37.2		313.0				Rcpu=		17.3		1034.24								112.1691505132		55616.1895696764								1002.1		1032.1466552117								183.3		6178.0153220438		104.7

		bst80				42684		107.1		12.8		444.0		239		68.8		47.9		62.0		236		68.8		41.5		407.0				Rio=		1		1292.35								116.1637459782		107476.609451049								1392.6		10053.7071655898								250.2		11647.0423250742		142.3

		bst90				53364		137.9		14.7		477.0		303		86.6		52.9		76.0		300		86.6		45.9		523.0								1816.51								119.6360703706		127708.978200132								1839.3		521.5013263844								325.4		20058.0266418683		183.8

		bst120				71148		191.1		17.9		615.0		412		117.1		62.6		106.0		407		117.1		55.8		716.0								2558.98								124.3495561677		240737.858032796								2639.4		6471.1075390152								457.5		41326.6856743389		254.2

		bcell2				147		1.2		5.4		84.0		3		1.5		19.5		6.0		3		1.5		23.3		12.0								7.24								36.75		2232.5625								23.1		249.9883703535								1.2		1.4626085368		0

		bcell3				346		1.2		5.5		152.0		5		2.3		19.8		7.0		5		2.3		24.1		17.0				Application				43.44								86.5		4290.25								28.7		216.1864707269								3.7		2.980789946		2

		bcell4				671		2.9		5.5		312.0		13		3.7		20.2		9.0		13		3.7		24.5		31.0				Tset=		5.7		57.91								167.75		20808.0625								67.5		91.8150389989								11.3		28.3753583589		6

		bcell5				1155		6.4		5.5		324.0		26		8.2		20.7		12.0		26		8.2		24.6		53.0								109.68								256.5335898669		4551.7164962445								203.4		8779.3656586834								29.5		317.5981941682		11.7

		bcell6				1829		12.6		5.5		475.0		45		13.9		32.2		17.0		45		13.9		25.7		88.0								212.12								318.9356661199		24356.0763094331								465.1		64005.331280429								59.7		1440.319784189		21.7

		bcell8				3874		38.8		5.5		982.0		117		35.7		36.5		36.0		116		35.7		28.9		236.0								827.19								463.6799938813		268655.628742852								2003.8		1384304.69566197								217.1		24185.4342771683		61.6

		bcell9				5308		62.1		5.9		1,206.0		175		53.4		38.2		54.0		175		53.4		32.5		370.0								1427.01								541.6352675207		441380.497762261								3726.6		5288037.45943549								383.1		83028.2590718347		95

		bcll10				9241		92.6		8.3		1,536.0		259		79.0		45.7		82.0		258		79		39.9		623.0								2730.21								463.9148400646		1149366.5901537								4753.2		4092667.10893612								500.5		124560.924180413		147.6

		bcll12				14635		189.0		13.2		2,499.0		741		165.9		75.8		209.0		741		165.9		68.3		1,882.0								10407.5								597.8817902289		3614250.44752326								12466.3		4238637.68340113								1227.5		646661.093321367		423.3

		bcll14				21801		350.8		21.0		3,668.0		3146		312.8		76.3		573.0		3700		312.8		68.5										30420.66								744.9539351746		8544198.29709145								28800.7		2624369.01622913								2707.3		1302.6033147018		2743.4

		bcll16				30993		603.4		30.0		4,751.0		5523		746.4		76.6		1,264.0		6463		746.4		68.6																		901.3385340298		14819893.4025759								59914.2		0								5449.4		47852.6263332022		5668.2
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		Model description				Size parameters						V(mem): different command-line specs								Parameters				Front				Excess								Parameters				Intercept						Solutions						Predictions

						DOFS		DISK/MB		MEM/MB		60		100		200		300						Est				Intercept		Slope										Est		Err										60		100		200		300

		bst4				150		1.0		5.1		19.1		29.7		56.3		82.8		x		0		37.5				3.1691642651		0.2655						a		3.5127691882		3.5570433718		0.1504502014				a		3.5127940149				19.235298415		29.6874684438		55.8178935159		81.9483185879

		bst10				726		1.1		5.1		19.6		30.2		56.7		89.7		y		2.16E-05		70.1459034792				1.1524495677		0.2903						b/F		0.0285433207		3.8428354731		7.23817632				b		0				19.5210905164		29.9732605452		56.1036856172		82.2341106893

		bst20				2646		4.7		5.1		20.4		31.1		57.6		84.2		z		0.25		82.2345399065				4.4858789625		0.2657						c/N		0		4.7939048502		0.0948799475				c		0				20.4721598934		30.9243299222		57.0547549943		83.1851800663

		bst30				5766		11.3		5.1		21.8		32.4		59.1		85.2						90.7298210455				5.9951008646		0.2644						d/NF		0.7007936136		6.520259238		0.2757913172				d		0.7007930113				22.1985142812		32.6506843101		58.7811093821		84.9115344542

		bst40				10320		21.7		5.1		23.8		44.2		61		87.5						97.3478323285				13.3481268012		0.2471						e/FF		1.1315473748		9.2308814239		16.9517094968				e		1.1315909892				24.9091364671		35.3613064959		61.491731568		87.62215664

		bst50				16782		37.2		5.1		26.4		37		75.2		99.7						102.6231809214				7.6760806916		0.3145										13.2635065835		31.2193280969										28.9417616267		39.3939316555		65.5243567276		91.6547817996

		bst60				24096		56.0		7.1		39.1		50.4		76.3		93.2						107.5943141016				27.323054755		0.2268						Err		462.3623826795		18.1525676042		84.0978345843				Err		462.4				33.8308226474		44.2829926762		70.4134177483		96.5438428203

		bst70				32730		79.3		8.8		43.6		55.3		80.8		104.3						112.1691505132				29.4599423631		0.2518										24.2092590788		27.5696749524										39.887514122		50.3396841508		76.4701092229		102.6005342949

		bst80				42684		107.1		12.8		47.9		59.4		85		109.8						116.1637459782				33.1694524496		0.2567										31.4330953316		3.0149360412										47.1113503748		57.5635204036		83.6939454757		109.8243705477

		bst90				53364		137.9		14.7		52.9		63		89.3		117						119.6360703706				36.4659942363		0.2672										39.4347462307		8.8134884039										55.1130012739		65.5651713027		91.6955963748		117.8260214468

		bst120				71148		191.1		17.9		62.6		71.6		97.5		123.1						124.3495561677				46.8365994236		0.2537										53.2533874684		41.1751688116										68.9316425116		79.3838125405		105.5142376125		131.6446626845

		bcell2				147		1.2		5.4		19.5		30.1		64.3		83.2						36.75				4.2043227666		0.2732										3.555290282		0.4212431661										19.2335453252		29.685715354		55.8161404261		81.9465654981

		bcell3				346		1.2		5.5		19.8		30.4		57		83.5						86.5				3.8691642651		0.2655										3.7483135194		0.0146049027										19.4265685627		29.8787385915		56.0091636635		82.1395887356

		bcell4				671		2.9		5.5		20.2		31.1		57.6		84.2						167.75				4.3360230548		0.2663										4.3985940389		0.0039151281										20.0768490821		30.5290191109		56.659444183		82.789869255

		bcell5				1155		6.4		5.5		20.7		31.3		58.4		85						256.5335898669				4.5757925072		0.2683										5.7697005635		1.4254164469										21.4479556067		31.9001256356		58.0305507076		84.1609757797

		bcell6				1829		12.6		5.5		32.2		32.2		59		85.9						318.9356661199				13.3930835735		0.2360										7.7040198345		32.3654462267										23.3822748777		33.8344449065		59.9648699785		86.0952950506

		bcell8				3874		38.8		5.5		36.5		35.3		71.2		99.6						463.6799938813				13.9982708934		0.2827										15.5297925182		2.3455584873										31.2080475614		41.6602175902		67.7906426623		93.9210677343

		bcell9				5308		62.1		5.9		38.2		50.8		76.3		103.9						541.6352675207				22.6786743516		0.2704										22.2868312102		0.1535410475										37.9650862534		48.4172562822		74.5476813543		100.6781064263

		bcll10				9241		92.6		8.3		45.7		52.4		79.2		105.9						463.9148400646				28.65129683		0.2554										29.4957261946		0.7130609518										45.1739812378		55.6261512666		81.7565763387		107.8870014107

		bcll12				14635		189.0		13.2		75.8		92.4		107.9		133.3						597.8817902289				54.9087247839		0.2045										55.8043459133		0.8021372075										71.4826009565		81.9347709853		108.0651960574		134.1956211294

		bcll14				21801		350.8		21.0		76.3		117.3		166.2		166.3						744.9539351746				87.9087247839		0.0010										99.587873771		136.4025210632										115.2661288142		125.718298843		151.8487239151		177.9791489871

		bcll16				30993		603.4		30.0		76.6		117.5		219.9		254.1						901.3385340298				175.7087247839												167.4816236391		67.685193246										183.1598786823		193.6120487112		219.7424737832		245.8728988552

																														0.2613
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