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SOLVI NG DI PS
By Erik Allen, Arvin Hsu, Tom Tangotiger, et al

The following is a conpilation of various posts found at
http://ww. basebal | pri mer. com st udi es/ archi ves/ 00000084. sht n

Interested readers are directed to go to that site for the full transcript posts. A 3

or 4 page summary of what appears below will be presented in a few days.
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PART 1 — Year-to-year correlations, and the neani ng of

r

Tom presented data on year-to-year correlations

Lat er

Treating this as a first step, and realizing that we have parks, and switching teans to
take into account, here are the year-to-year correlations of all 1687 pitchers with at

| east 500 PA in consecutive years (which itself may inply a selective sanpling issue)
from 1972-1992:

Event r
K 0.78
BB 0. 66
1B 0. 47
HR 0. 34
XBH 0. 26
1bBI P 0. 25
xbhBI P 0.21

Except for BIP, all are based on a per PA basis. XBH = (2b+3b)/ PA.
1bBIl P=1b/ ( PA- HR- BB- K) , xbhBI P=(2b+3b) / ( PA- HR- BB- K)

on we will find out the the year-to-year correlation (r) actually does not nean

persistence of skill. W’Il|l get to that later

Tom then presented simlar data, but using a | ower threshhold.

Lowering the bar to at | east 250 PA in consecutive years, and you get the sane order of
results (all r are about .05 |l ess than the above ones).

Event r
K 0.74
BB 0.61
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1B 0. 40
HR 0. 30
XBH 0. 22

1bBI P 0. 18
2bBI P 0. 17

Addressing the issue of DIPS, Tom said:

As for what it says of DIPS, there's no change. The year-to-year r is .20 as has been
reported by many people many times with very different data sets. It's still our best
guess that if a pitcher has a (1lb+2b+3b)/BIP rate of .320 and the | eague is .300, then a
pitcher's "true" talent, based on the BIP, is .305 (80%  regression towards the nean, or
1-r). This applies to pitchers with 500 to 1200 PAs.

Addressing i ssues on GB and FB pitchers, Tom presented:
| broke up the pitchers with at [east 250 PA in both years into "GB" and "FB" pitchers.

I ran the correlation only for the xbhBlI P category. The FB pitcher's year-to-year r was
.10, while it was .19 for the GB pitchers. Seens to ne that park and OF fielders play a
big part here.

... I'lIl do the sane for 1bBIP: .13 for GB pitchers, and .15 for FB pitchers. Again,
makes sense.

Sorry, but | don't have the breakdown by FBhits, GBhits, though that would be very
useful .

[T 1]

Erik Al en nmakes one of his first of nmany appearances by trying to get a neaning behind “r

While | agree with you that, in a strict sense, conparing correlation coefficients of two
statistics fromyear-to-year is technically nmeaningless, | think in certain cases it can
be useful. In McCracken's original DIPS work, he sinply shows that there is sinply MJCH

| ess predictability in BABIP than in K/9, BB/9 etc. So nmuch less, in fact, that sanple
size issues are probably not the sole cause. This discovery in itself is quite
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i nteresting, because it explains in sone sense why it is difficult to predict pitcher ERA
from one year to the next.

I think the larger problemis assigning a cause to this type of study. MCracken
attributes the discrepancy in correlation coefficients to a COMPLETE | ack of pitcher

"control." Subsequent witing on this site and others has shown this to probably be

fal se.

Summing up (wait, | actually had a point? :)) : | think that conparing correl ation
coefficients is a pretty rough test to use, and owing to sanple size effects, and the old
aphorismthat "causation does not inply correlation,” it is really difficult to show an

effect exists and to attribute a reason to that effect.

Tomtries to reiterate what we are after

We are not trying to establish if a pitcher has a skill, even though | and others are
sayi ng that, when we | ook at the year-to-year correlation

What we are really saying is "does this particular nmetric correlate well year-to-year...

and if it does NOT correlate well year-to-year, then we should not be using it as a basis
to predict the next year's netric".

So, if we replace the "ability" talk with the "netric's persistence", | think we'd be
nore accurate.

So, regardless of the extent to which a pitcher has a skill at preventing hits on balls
in park, we are saying that:

[OFficial quote]

the metric "hits per ball in park" has an r of about .20 anmpng pitchers with 500 to 1200
PA, and therefore we need to regress that netric heavily (80% for the group, which may
not necessarily apply to the individuals to the same figure), if you want to predict next
year's nmetric.
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After
the year-to-year

Even having next year's metric still does not tell you about the pitcher's true
underlying skill at preventing hits on balls in park. Just to the extent that we can
measure this underlying skill, that's our best guess as to the expected outcome of that
skill, with a [insert nunber] margin of error

It may very well be that if we | ook at very specific breakdowns by zones, opponent,
fielders, park, weather, etc, that we CAN ascertain what a pitcher's skill is at
preventing hits on balls in play (see: PZR). It's just that, for the nonment, the netric
called "hits per ball in park" does not do a good enough job at establishing the
pitcher's skill with "hits per ball in park". (This would be sinmlar to ERA, earned runs
per 9 innings, does not do a good enough job to establish a pitcher's skill at allow ng
"earned runs per 9 innings".)

[End O ficial Quote]

a long discussion, and sone test results produced by Erik Allen, Tomrecaps as to what
“r" really neans

To recap, the year-to-year r is dependent on:

1 - how many pitchers in the sanple

2 - how many PAs per pitcher in year 1

3 - how many PAs per pitcher in year 2

4 - how nmuch spread in the true rates there are anong pitchers (expressed probably as a
standard devi ati on)

5 - possibly how close the true rate is to .5

6 - the true rate being the sane in year 1 and year 2

G ven all that, the biggest factor in the K "r" being the highest and the XBH "r" being
the lowest nmay be entirely due to #4. That is, the "r" is not explaining # anywhere near
as much as we think it is.

| think, maybe, that sinply the tightness of the h-hr / BIP (over a career) is what is
bei ng expl ai ned and not the "persistence" of ability, based on the "r"

For those of us hoping that "r" was trying to find the signal, that's not what it's
doing. The h-hr / BIP is too tight to find a signal
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So, we should use a heavily regressed h-hr / BIP, but not for the reason of "lack of
control".

Bob Mong adds his view

However, Tango was right when he said that the nunerator doesn't matter, only the
denom nator. The sanple size matters, not the nunmber of successes.

And furthernmore, Tango was al so right when he wote that the closer you are to 0.5, the
| arger the standard deviation. That follows fromthe formul a:

(p - 1)
09
16
21
24
25
24
21
16
.09

o

‘DOD\IG)_U"I-&OOI\)I—‘
©00000000 X

©o00000000T

As the probability gets further fromO0.5, the standard deviation will become snaller,
gi ven identical sanple-sizes. That is why the standard deviation of the out is smaller
than the STD of 1B, and that is why the STD of XBH is smaller than 1B

Erik adds to the summary on this subtopic

I think the basic | esson we can take fromthis discussion is: Year-to-year correlation
coefficients depend on a lot of factors, including sanple size, how often the event (e.g.
hit) occurs, and the spread of talent. Therefore, a low correlation coefficient ONITS
OMWN is not enough to say that a talent or persistence of ability does not exist. In fact,
as the sinple sinmulations | did above show, you can get a VERY | ow correlation
coefficient even when a distinct talent is present.
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PART 2 — Sinmul ations to establish “true” rates that woul d produce
“observed” rates

Tom makes an i nnocent suggestion, in which Erik will take and run with it far beyond what we
were waiting for:

I would think that you create a nmodel where you have known fixed talents, with a range
equi val ent to what you think M.B has (however you do that, but you can try different
reasonabl e scenarios). And figure out the year-to-year "r" based on this nodel, and the
nunber of BIP these pitchers have. That essentially gives you the "upper boundary" of r
whi ch may be sonething like .2 or .25 for hits on BIP

If in actual life, the MBr is .18, well then, that's pretty strong evi dence of
peri sistence, right?

Eri k posts the BABIP (batting average on balls in park)

#Bl P BABI P

100-199 0.291
200-299 0. 284
300- 399 0. 284
400-499 0. 282
500-599 0. 282
600- 699 0. 278
700-799 0. 275
800-899 0. 272
900-999 0. 268

And Erik continues his presentation

First alittle background: As tango points out in his previous posts (56,57), in the PA

apperance range of 200-800 BIP, the BABIP rate is very tight (0.275-0.284). | am
t herefore maki ng the approximation that the pitchers that appear in this sanple have a
di stribution of talent at preventing hits on balls in play. I amfurthernore assun ng
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that this distribution of talent is normally distributed (i.e. bell curve shaped) about
0.281.

Here are the statistics | get for all pitcher seasons between 200 BIP and 799 BI P (based
on data provided by tango):

# of seasons: 4389

average BABIP: 0.281

St andard Devi ati on of BABIP: 0.027

The standard deviation is a measure of the spread of the data. Basically, we can say that
67% of all seasons should be between +/- 1SD of average (0.254 - 0.308) and 95% w || be
within 2SD. Nothing exciting here, this has all been done before.

The question that we cannot answer fromthe basic analysis above is: what is the standard
deviation of "true" talent? For exanple, do all pitchers sinply have the sane tal ent

| evel of 0.281 BABIP? O, is there sone spread to pitcher talent? What is the magnitude
of this spread?

To answer these questions, we have to account for the nunber of trials (i.e. the nunber
of balls in play). So, | have broken down the pitching seasons by balls in play into
groups of 100. Listed below are the nunber of seasons in each group, and the standard
devi ation of the group

#BlI P #seasons STDEV
200-299 1446 0.032
300-399 812 0.0268
400- 499 592 0.0245
500-599 507 0.0221
600- 699 579 0.0210
700-799 454 0.0204

From the above table, you can see a clearly decreasing trend in the standard devi ati on of
BABI P as you increase the nunber of BIP. And, intuitively, we can agree with this idea.
After all, in a small nunber of trials, any nunmber of fluky things can happen, including
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having a 0.400 BABIP or a 0.150 BABIP. As you increase the nunber of chances, the
likelihood of a really fluky season decreases.

We now have standard deviations of the OBSERVED data broken down by nunber of balls in
pl ay. However, we also know that this observed standard deviation is not equal to the
standard deviation of the TRUE talent level. For exanple, if all pitchers have the sane
i nherent skill |evel (BABIP=0.281) the stdev of the true distribution is 0. The observed
stdev will be sonething greater than zero.

To figure out what the true standard deviation is that matches the data, we can run a
simulation. In this sinulation, | set the true standard deviation of the group of

pi tchers, and neasure the output observed standard deviation. Then, | tinker with the set
val ue of the true standard deviation until the output standard deviation | obtain is
equal to the observed standard deviation of the group. | can do this for the various
nunbers of balls in play.

This is already getting long, and | am probably ranbling i ncoherently, so let ne sinply
get to the data. The table below lists the nunber of balls in play range, and the TRUE

standard deviation that would | ead to the OBSERVED standard deviation given in tango's

dat a.

#BlI P TRUE STDEV

200-299 0.014
300-399 0.014
400-499 0.012
500-599 0.012
600- 699 0.012
700-799 0.012

| was ecstatic, to say the least. What | see above is a remarkably consistent picture of
pitcher ability. It seens that, as a rough estimte, we can say that pitcher abilities
are normal ly distributed about BABIP 0.281 with a standard devi ation of 0.012 or so.

Roughly 2/3 of all pitchers should have a TRUE BABIP rate of 0.269-0.293. Roughly 95% of
pi tchers should have a true BABIP rate of 0.257-0.305. If this stands up, it is usefu
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because it neans that when a pitcher has a season with a 0.250BABI P, we can
hypot hetically give an estimate of his TRUE BABIP rate.

There are a ton of holes that can be poked in this, being as rough a calculation as it
is, and I welcone any and all conments.

Tom chimes in and nentions we should consider 2 inportant variables

2 things | forgot about: park and fiel ding.

Erik reaffirnms what we have to think about

Tango, your conments in 61 make me realize that | was getting ahead of nyself. Al the
simul ati on above tells us is that we can match the observed experinental distribution if
pitcher BABIP rates are normally distributed with a stdev of 0.012. W have not yet nade
any clains as to why this distribution of true BABIP rates exists...is it due to the
pitcher, the defense, or the park? This is obviously a key question in predicting
abilities going forward.

Tom of fers ideas for the 2 vari abl es

To simul ate park, that's easy enough. Just go to the above link. W see that the stdev

for park is .0085. Since they play half their ganes at hone, the "seasonal" park
adj ust rent woul d be .004.

We definitely have to sinulate fielding, but the question is "how'? If | |ook at team
| evel UZR, on a year-by-year basis (n=120 over 4 years), the stdev is about .0100 (but
you need to regress sonewhat). If | take it on a nulti-year basis (1999-2002, n=30), the

stdev is .0070. Since teans do turnover, | think the answer |ies sonmewhere in-between
I'"d guess. So, |'d nmake that .008. (I'd guess that if you even just used ZR, or any other
measure, you'll get simlar results.)

If you were to run your sinulation where you set the standard deviation of the park to
.004 and the fielders to .008, we can figure out what's left over for the pitchers.
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Now, you can try running your simso that fielding is set to .006 or .010 or anything
(reasonable) you want really. So, you can say that "if fielding stdev is .006, pitching
stdev is .007... if fielding stdev is .008, pitching stdev is .005", or sonething al one
t hose |i nes.

This is really exciting! We can finally come up with the proper "split" between fi el ding,
pi tchi ng, and park.

Eri k posts nore results

Before getting into nore conplicated sinmulations, | thought it would be appropriate to
first ook at sone "extreme" cases.

The first question one mght ask is: Is the pitcher ENTIRELY responsi bl e? The answer is
al nost certainly no, but it might be instructive to see what kind of results you would
expect if such was the case.

What | did in this set of sinulations then, was to randonly assign 10,000 pitchers a
BABI P skill |evel (for exanple, 0.281, or 0.250, etc.). These skill levels are normally
di stributed about 0.281 with a standard devi ation of 0.012 (as found previously to fit
the data). We assune that this BABIP level is ALWAYS their true level. Then, | sinulate 2
separate seasons, and record and OBSERVED BABI P | evel for each pitcher each season (this
woul d correspond their true major |eague performance). | then nmeasure the correlation
coefficient for the year-over-year data, and conpare it to the correlation coefficient
tango found in his study (0.15, see post 6).

Okay, wordy, | know, so let's get to the data: In the data file tango sent nme, there were
4389 pitchers that had between 200 and 800 BIP in a given season. The average nunber of
BI P was around 430. Therefore, | |let each pitcher have 430 BIP in each season.

#BI P; 430 for both seasons, for all pitchers. r = 0.24

As we woul d expect, the correlation coefficient is too |large. One nodification we could
make to change the outcone slightly, would be to assign different pitchers different
nunbers of plate apperances, to nore closely reflect reality. Wien | do this (e-mail ne
if you want nore nethodology), | get r = 0.21. Still too |arge.
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The "Well, duh!"™ conclusion, is that pitchers BABIP talent does not lie solely with the
pi tcher.

A second extreme case would be to ask if the data can be explained solely on the basis of
park factors. That is, the pitching has no influence, the defense has no influence, only
the effect of the park determines the BABIP rate.

Tango has a |ist of BABIP park factors at his website (see honmepage |ink). You divide
these factors by 2 to get a team's park effect over the course of a season. The standard
deviation of this distribution is 0.004.

In 2002, the average team had around 4550 BIP over the course of a season. Using the sane
nmet hodol ogy as above, | assign each team a BABIP | evel based on a normal distribution
wi th standard devi ati on 0.004.

The correlation coefficient for this case is r = 0.25.
The year-to-year correlation coefficient on a teamlevel is nore like r = 0.6 So,
clearly, the park is not the only factor either.

Erik runs his first simwith a random park for a random pitcher

I ran the sinulations that tango suggested. That is, | introduced a random normally
di stributed defensive factor for each player. Tango sets the standard devi ation of the
def ensi ve contribution at 0.008. However, since | didn't know the exact basis for this

nunber, | ran the sinulation under 2 assunptions:
Case 1:
Assunpti ons:

1. 0.008 is the _observed_ stdev of defensive talent, AFTER ACCOUNTI NG FOR PARK EFFECTS.
2. The talent of a defense is independent of the park they play in (i.e. the park effect
and the defensive ability of the team are i ndependent vari abl es).

In Case 1, we need to deternine the true standard devi ati on of defensive ability, since
the observed standard deviation is |larger than the true standard deviation. To do so, |
ran nmy sinulation at different |evels of true standard deviati on, and neasured the out put
stdev (each team was given 4550 BIP). | get a true standard deviation of 0.0045.
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After doing this, | can conpute the true standard deviation of pitcher ability. | use the
same tactic as in previous posts, changing the true stdev to match the observed stdev for
different levels of BIP. The stdev of pitchers in Case 1 is 0.010. Table 1 presents sone
data | get from such an anal ysis:

#BI P Simul ati on_stdev Real |ife_stdev

250 0. 0308 0.0321

350 0. 0266 0.0269

450 0.0241 0.0245

550 0. 0225 0.0221

650 0.0211 0.0210

750 0. 0202 0.0204

As you can see, the sinmulations stdev matches the "real |ife" stdev for every case expect
for the pitchers in the 250 BIP range. This is a problem | have been having fairly
consistently. | think it could be explained by a nunber of factors:

1. 100 BIP is too wide a range to use at such a | ow nunber of BIP
2. The range of talent for pitchers in this group is |arger

Anyway, for case 1, we see the pitching/defense/park breakdown is 0.010/0.0045/0.004

P.S. | also calculated a correlation coefficient as described previously (pitchers

assi gned 200-800 BI Ps according to the major |eague distribution). | get r = 0.20. Stil
too high (as expected)

Case 2:

Assunpti ons

1. 0.008 is the true distribution of defensive talent
2. Defensive talent is independen of park

The only difference fromcase 1 is that | now use 0.008 for the stdev of defensive
talent. Using the sane procedures as above, | get a pitcher stdev of 0.007. See table for
simul ati on details:

#BI P Sinmul ati on_stdev Real |ife_stdev
250 0. 0306 0.0321
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350 0. 0266 0.0269
450 0. 0240 0. 0245
550 0.0222 0.0221
650 0.0209 0.0210
750 0.0199 0.0204

Case 2, the pitching/fielding/park breakdown is 0.007/0.008/0.004

P.S. | also calculated a correl ation coefficient as described previously (pitchers
assi gned 200-800 BIPs according to the major |eague distribution). | get r = 0.19. Still
too high (as expected)
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PART 3 — Doing statistically what was done as a sinulation
Arvin foreshadows an inportant event

I need to think about this. Chris, this my be where you had been planning to go.
figure we should be able to calculate, rather than sinmulate what our sanple variance
_should_ be. This would be an "exact" formula.

Arvin adds nmore statistical insight

What does this nean for us? It nmeans as N increases, the sanple std-dev of the sanple
wi ||l decrease. This explains, perfectly, Erik's findings in post #58:

Bl P #seasons std(p-hat)

200- 299 1446 0.032

300- 399 812 0.0268

400- 499 592 0.0245

500- 599 507 0.0221

to take two nunbers:

n=250, std(p-hat )= .032

n=500, std(p-hat) = std(p-hat(n=250))/sqrt(2) = .032/1.41 = .0226
You're std(p-hat) for n=550 is .0221!!

Tom starts publishing sonme fielding standard devi ati ons

Bot h: . 009
IF: .013
OF: .013
rf: .020
2b: .020
ss: .021
I f: .022
cf: .026
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3b: .031
1b: .032
(Doi ng a wei ghted average of the above, and we get a value of .024. | think for ease, we

shoul d consi der the standard deviation on a per-position basis to be the sane and equa
to .024. Erik, it's your tinme, so do whatever you figure you can handle.)

These standard devi ations are all observed and need to be simed or calculated to
determ ne the "true rates".

Arvin finally provides the equations to match the sinulations

As for fornmulas... | think the nunbers you've been sinulating, Erik, can be approxi mated
by assum ng that the variance's add.

I OW

k ~ Bin(n,p)

p ~ Norm(O, si gma™2)

Var (k) = n*p*(1-p)

Var(p-hat) = p*(1-p)/n <---- this is what we expect the Binom al to contribute to our
dat a.

Observed Variance of Data = Var(p) + Var(p-hat)

= sigma”"2 + p*(1l-p)/n

So... Using your data: sqrt(p*(1l-p)/n+.01272)
200-299 1446 0.032: .0309
300-399 812 0.0268: .0269
400- 499 592 0.0245: .0244
500- 599 507 0.0221 .0226
600- 699 579 0.0210 .0213
700- 799 454 0.0204 .0203

And he makes perhaps the nopst inportant declaration to date

Also, if you have multiple sources of variance, they will also
add simlarly:
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Total True Variance = True Defense Vari ance+TruePar kVari ance+TruePi t cher Vari ance

. 01272 ~= .0075"2 + .008"2 + .00472 = .0117~2

I"'mnot entirely confortable with the sinplification that the Norm Variance and the Bin
Variance will linearly add, but it appears to fit the data well.

Usi ng your data: sqrt(.0075%2+.008"2+.00472) = .012

Tomtries to apply this new equation

Arvin's theoremis intriguing. For exanple, | nentioned that the observed stdev for IF
and OF was .013, and for the teamit's .009 (according to nmy post 111).

Let's see what happens with this new equation, and realizing that half the BIP are |IF and
half are OF (let's say).

bserved team”™ 2 = [(.013/2) ~ 2] + [(.013/2)72] = .009 ~ 2

Wowl

How about if we use the .024 for each of the 7 positions? Follow ng the sanme process, and
we get: .009!

Holy nol ey!

Now, if you want to really inpress nme, tell ne howto get fromthe observed stdev to the
true stdev. That is, how much do |I regress towards the mean, given the sanple size? Do |
meke it k/sqrt(n)? How do | know what to set k to?

And Arvin responds

Observed Variance = Binom al Variance + True Vari ance
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So. ..
(Obs. sStd)”2 = p*(1-p)/n + (true Std)"2

And this is what the chart that | posted after that showed for Erik's nunbers. Ch, p is
the avg. rate for the binomal: eg. .281, but it would be different if the teamfiel ded
at, say, .300, or whatever..

And n is obviously the nunber of BIP.

Tom applies the equation

So, we have

. 009072 = .28*.72/4500 + truen2

that makes the true std dev at the teamlevel as: .006

So, that's the fielding.

.012 ~2 = . 006”2 + .004"2 + pitchingr2

pitching = .010

So, are we saying that each pitcher has a .010 stdev, each team of fielders is .006?
Tom concl udes

So, what we are saying is that we have a 10/6/4 split between pitching/fielding/park, in
that order. Luck plays a part, and that is dependent on the sanple size. \Wen n=1, it's
al nost all luck. When n=1 nillion, luck is not involved.

So, over 700 BIP, where we observed a .020, we have the foll ow ng:
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observed » 2 = .010 ~ 2 + .006 ~ 2 + .004 2 + luck 2 = .020 ™ 2
solving for luck = .016

So, can we say that when a starter has 700 BIP, the influence on those BIP as a group can
be broken down by:

luck : 44%
pitch: 28%
field: 17%
park : 11%

| have to adnit that |I've recently said, though I don't renmenber where, that | thought
the split would be 40/30/20/10 with the order being |uck,fielding,pitching, park

VWhat we are saying here is that pitching and not fielding is the |arger determn nant
between the two. And perhaps before | read about DIPS | might have had the correct order

I think it's still inmportant that yes we need to separate the components (HR BB, K) from
the BIP, as Voros does. But, the conclusions drawn fromthat does not stand based on the
r easoni ng.

I think our best conclusions would be the foll ows:

1 - pitching has nore inpact on BIP than does fielding

2 - luck has nore inpact than anything, over 700 BIP

3 - BABIP is not a good enough neasure for the pitcher's skil

VWhat would be interesting is that if MA or Tippett or soneone with pbp data gets around
to inplenmenting the PZR blueprint | published (the flip side to UZR), that we'll get
closure on this subject. That is, we should be able to get the standard deviations on the
pitcher's side that will support the data we are inferring here.

So, before we tranple in any direction, it nmay be worthwhile to keep the case open,
pendi ng final data. After all, we nay have made a serious m scal c sonewhere.

["mnot really sure of the inpact. It's still a blur
to me as to what use to nake of it.
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Arvin

What we are saying is that there are 2 conmponents for

a pitcher: his non-fielding dependent skil

and his fielding-dependent skill

We know very well how to estimate the fornmer,

(HR. BB. SO)

and not

very well the latter. Since the BABIP figure is not
reliable for an individual pitcher, it's nore accurate

to use say 50% 1 g, 40%team 10% pitcher

his expected BABIP. But, that estimte wll

a very wide margin for error

The concl usion stands that you need to separate
things, and you can't rely on a pitcher's past
to predict the future (rmuch |ike you wouldn't
ERA). Still outstanding is WHAT to use for
"1l contend that PZR would be that measure.

that has yet to be inplenented by anyone.

concl udes as wel

O... you could just say:
Bi nom al distribution, n=700, p = .281
std: sqrt(p*(1-p)/n) = .0169

And Tom affirnms

Mat t

Goff confirms a previous statenent

Actual |y, the observed shoul d have been
600- 699 579 0.0210
700- 799 454 0.0204

to estimate
cone with

BABI P
use his

So, at 700 BIP, | should have used .0207. Reworki ng, and we get

by Arvin

a nearly perfect

mat ch
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| think it comes down to why we're addi ng vari ances:

In a normal distribution, you add when you add two random vari abl es.
eg. X ~ Nornm(3,.05"2), Y ~ Norn(4,.03"2)

Z = X+Y

Z ~ (7,.0572+.03"2)

Al t hough 1" m not yet convinced it works this way for a normal p affecting a

bi nom al, the sins seemto bear it out. Way? Well it makes sense. On sone |evel,
you're adding two r.v.'s, the binom al

and the nornmal .

It seens to ne that your concern about the addition of variances nmay be alleviated by
recalling that a binomal is approximtely normal for large n (thanks to the good old
Central Limt Theorem). | can't renenber the exact rule of thumb, but it seens like
n*p>25 or sonething like that. In any case, if | understand what | have been reading, the
n shoul d be quite adequate for the nornal approximtion to hold.

Tom adds one | ast rem nder

| just want to interject sonething to keep in mnd. Renenber, our equation is
trueDER N 2 = truePitch™"2 + trueField*2 + truePark”2

Eri k has provided trueDER fromhis sim and Arvin has confirmed it with his "observed"
equation, and that is .012. |1've provided the truePark figure as .004. Dropping all the
deci mal s, and our equati on becones

128 = truePitch”2 + trueFiel d*2

Based on UZR, which I'lIl have to go over because |I'mnot sure |'musing the right
nunmerator (Levitt's nunmbers mght include HR), the observed single position UZR is around
. 025 and the observed teamfielding UZR is around .010. So, our true UZR will be
somewhere between . 005 and .008, probably.

We're not even sure that UZR is the best thing to use, but it is the best thing available
at the nonent. (You could even use ZR, and |I'mpretty sure you'll get a single position
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observed stdev of .025 for your regular players. This is easy to eyeball since the range
of players is nostly around +/-.05 outs/BIP, so that would be 2 standard deviations.)

Anyway, so we've got sonething |ike
128 = truePitching”®2 + [5 to 8]"2

So, when fielding = 8, pitching = 8.
VWhen fielding = 5, pitching = 10

etc, etc.

So, depending on how the fielding nmeasure is determ ned and mani pul ated, a small change
there will have a huge inpact in the relative value between fielding and pitching.
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