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GKFC-CNN: Modified Gaussian Kernel Fuzzy C-means and
Convolutional Neural Network for Apple Segmentation and Recognition
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In this paper, we propose a new apple segmentation and recognition method based on improved Gaussian
ker-nel combining fuzzy c-means and convolutional neural network. The importance of determining data
distribution characteristics is analyzed. The convolution neural network with good self-learning ability is used
to super-vised learn the image and extract the image features. Meanwhile, the modified fuzzy c-means is used
for feature clustering analysis. We modify the selection of radial width to improve Gaussian kernel function
and use it for support vector machine, which will classify the extracted features. Finally, experiments on Fuji
apple images demonstrate that the robustness stability and accuracy of the proposed algorithm is better than
other state-of-the-art representative methods.
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1. Introduction

With the development of science and technology, the re-
search of fruit picking robot in fruit trees is becoming more
and more perfect. As a part of the picking robot, the speed,
accuracy and adaptability of object detection of visual iden-
tification system to the surrounding environment have a
great impact on the working efficiency and working hours
of the robot. Stable object recognition allows robots to work
long hours, reducing labor costs and improving productiv-
ity. Image segmentation [1, 2] is the preprocess of image
classification, scenario analy-sis, object detection, image 3D
reconstruction tasks. And they are widely used in medical
image analysis, traffic control, weather forecast, geological
exploration, face and fingerprint identification, and many
other fields [3–5].

Deep learning is a new field in machine learning re-
search. Its motivation is to build a neural network to simu-
late human brain for analytical learning including a series
of machine learning algorithms. High-level abstrac-tions
in data are modeled by adopting a deep architecture com-

posed of multiple nonlinear transformations. In deep learn-
ing frameworks, convolutional neural network (CNN) is
widely used in image classification, object detection, seman-
tic segmentation, face recognition and other fields due to its
special structure of local weight sharing, good fault-tolerant
ability, parallel processing ability and self-learning ability
[6–8]. Kuang [9] proposed an image segment method based
on CNN and SVM, which applied the depth features gen-
erated by CNN into segmentation. Using linear SVM for
training, object and background could be separated to a
large extent.

Traditional image segmentation methods mainly in-
clude threshold method, boundary detection method and
region-based method [10–13]. However, in the complex
scene, the actual segmentation effect is not ideal. Therefore,
Moreno [14] introduced a novel objective function based
on Dice coefficient. Moreno [15] used a hybrid chromatic
distance inspired in the human vision system which shifted
from the chromatic to the grey-scale distance depending on
the pixel’s luminance value. Zhang [16] presented a novel
level set method for im-age segmentation in the presence of
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intensity inhomogeneity. However, there are still problems
by using the above methods, such as amount of training
samples and time consumption.

Therefore, we propose an improved Gaussian kernel
function and support vector machine for apple image seg-
mentation and recognition. The learning layer in CNN
network can extract the image features more effec-tively
and avoid the complex feature extraction and data recon-
struction process in the traditional recognition algorithm.
The difference between FCM clustering and traditional clus-
tering lies in that it changes the confusing phenomenon in
traditional classification. An object can belong to multiple
classes at the same time in different degrees. Due to the
characteristics of image data information, the information
does not necessarily belong to a fixed category, but what the
user needs to find is the most interesting and intuitive data.
This satisfies the idea of FCM clustering, which can cluster
the most similar feature data into a category according to
the features ex-tracted by CNN.

The structure of our paper is organized as follows. In
Section 2, the proposed apple detection and organiza-tion
method is presented. Experiment analysis of our method
is presented in Sections 3. Finally, Section 4 pre-sents the
conclusion.

2. Proposed image segmentation method

2.1. Feature extraction by CNN

CNN is a kind of feed-forward neural network in deep
learning, which is widely used in the field of computer vi-
sion due to its strong self-learning ability and unsupervised
learning mode [17]. At present, CNN has been ap-plied
into the target recognition based on the similarity of the un-
derlying features such as color, texture and shape for detec-
tion without considering the high-level semantic features
of the image. It can appear the problem of "semantic gap".
CNN simulates the process of cellular visual information
and obtains richer semantic fea-tures through multi-level
network learning. Compared with the ordinary neural net-
work model, CNN can obtain more comprehensive features
by deepening the depth of the network.

This paper adopts the GoogLeNet model to extract the
features of images. The network adopts the idea of sparse
learning including many CNN blocks such as convolution,
normalization and pooling. There are many CNN models,
and different network architectures have different process-
ing effects. LeNet network is one of the most classic CNN
that can recognize handwritten data sets, but it consumes a
lot of memory (without GPU con-figuration). The AlexNet
network model has lower layers and higher error rate. The
VGG16 network model has an uniform structure and is

effective in image classification and other tasks. Compared
with the above network models, the GoogLeNet model has
higher network layers and richer features.

GoogLeNet network consists of 8 layers. From first layer
to fifth layer, it includes convolution layer, excitation layer,
pooling layer, etc. The sixth, seventh, eighth layer are the
full connection layer. GoogLeNet adopts a mod-ular struc-
ture for addition and modification with a total of 22 layers.
In addition, in order to avoid the disap-pearance of the
gradient, the network also adds two additional auxiliary
normalization processes for conducting the gradient for-
ward. The image feature vector selected in the experiment
is the data in the 20th layer. After testing, the feature data
can fully display the features of the image.

GoogLeNet model was used to extract image features.
Firstly, the pixel value matrix of each image is ob-tained as
the input of the network, which is successively processed
through convolution layer, excitation func-tion, pooling
layer, convolution, pooling, and then input to the full con-
nection layer to finally obtain the feature vector represen-
tation. In the convolution layer, several trainable filtering
matrices are convolved with the origi-nal image. Convolu-
tion is the inner product of the filter matrix and the original
image pixel matrix. The input of pooling layer generally
comes from the previous convolution layer, whose main
function is to provide strong robustness, reduce the number
of parameters and prevent the occurrence of over-fitting.

Support vector machine (SVM) algorithm is in character-
istic space of the training sample to separate two classes of
samples which there are no errors of getting maximum sep-
aration hyper-plane. And mathematically, it is expressed
as a convex quadratic programming problem [14].

The optimal hyper-plane SVM method is proposed
based on optimal hyper plane under linear separable con-
dition. Set a sample set of linear separable.

(xi, yi), i = 1, 2, ..., n, ; xεR, y, ε {−1, 1} (1)

The classification plane equation is:

v.x + b = 0 (2)

This plane separates two sample classes without error
and makes sample closest to classification plane have the
biggest distance to the classification plane. Namely, the
classification interval is the biggest, which is equivalent to
minimize the ‖w‖2 , w is the normal vector of classification
plane. However, classification plane us re-quired to classify
all samples correctly. Constraint condition is:

yi(v.xi + b)− 1 ≥ 0 (3)

Therefore, meeting the above conditions is the optimal
classification plane. In the two kinds of samples, the point
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closest to classification plane and parallel to the optimal
classification hyper-plane H1, H2, the training sample is
called support vector.

The optimal classification surface can be expressed as
the optimization problem of the following constraints,
namely, the function is evaluated under the constraint of
equation 3.

ϕ(v) = 0.5 ‖v‖2 = 0.5(vv) (4)

So it can define the following Lagrangian functions.

L(v, b, a) = 0.5 ‖v‖2 −
n

∑
i=1

ai [yi(v.x + b)− 1] (5)

Where ai > 0 is Lagrangian coefficient.
The original problem can be transformed into the fol-

lowing simple dual problem:

maxQ(a) =
n

∑
i=1

ai − 0.5
n

∑
i,j=1

ai, aj, yi, yj(xi, xj) (6)

Where ∑n
i=1 yiai = 0, ai ≥ 0

The above is discussed optimal and generalized linear-
ity classification function of nonlinear SVM. To solve a
problem of optimal linear classification in feature space, it
just needs to know the inner product operation in space.
According to the generalized linear discriminant function,
to solve a nonlinear problem, it can try to trans-form it by
nonlinear transformation for another space linear problem.
In this transformation space, we can find the optimal or
the most generalized classification plane. Consider Mercer
condition, for any symmetric function K(x, x

′
), it is a suf-

ficient and necessary condition for the integral operation
in the characteristic space. For any

∫
ϕ2(x)dx < ∞ and

ϕ(x) 6= 0, so
∫ ∫

K(x, y)ϕ(x)ϕ(y)dxdy > 0. If inner prod-
uct replaces the dot product of the optimal classification,
which is equivalent to change the original eigenspace to a
new feature space, while the support vector machine is,

maxQ(a) =
n

∑
i=1

ai − 0.5
n

∑
i,j=1

ai, aj, yi, yjK(xi, xj) (7)

Where ∑n
i=1 yiai = 0, C ≥ ai ≥ 0. C is a constant. It

has the effect of controlling the punishment degree of the
wrong classification sample, and balances the proportion
of the wrong sample and the complexity of the algo-rithm.

The corresponding discriminant function is also
changed as:∫

(x) = sgn[
n

∑
i=1

a∗i yiK(xi + x) + b∗ (8)

In here, a∗i is the optimal solution; b∗ is the classification
threshold, which is obtained by a support vector and also

can be obtained by any pair of support vectors in two
classes.

For a given training set, the data distribution of the geo-
metric feature could be known in advance including Gaus-
sian distribution, circular distribution, ring distribution,
columnar distribution, etc. For this kinds of regular data
sets, it can construct the corresponding kernel function to
train the SVM to improve the generalization ability of SVM.
However, it does not know the distribution features of the
training data set in advance, so it needs to construct some
algorithms, and give data distribution approximation as an
important reference index of kernel function and parame-
ters selection of SVM so as to improve the generalization
ability of SVM. For those training data set cannot determine
the geometric distribution, in the process of SVM training,
the Gaussian kernel function or polynomial kernel function
is usually used.

To avoid high dimensional operation, we use a kernel
function <(x, y) satisfying the Mercer condition. The inner
product operation of high-dimensional space can be real-
ized by simple operation of low dimensional space. It does
not need to consider the form of nonlinear mapping.

<(x, y) =< ζ(x), ζ(y) > . (9)

The Gaussian kernel is defined as:

<(xi, yi) = exp(−

∥∥∥xj − vi

∥∥∥2

σ2 ) (10)

2.2. Determining membership and cluster centers

We first define the object function of FCM.

J(U, V) = 2
c

∑
i=1

n

∑
j=1

um
ij (1−<(xj, vi)) (11)

Where ∑c
i=1 uij = 1

Let the partial derivative of uij for J(U, V) be zero.

∂J
∂uij

= 0 => (1−<(xj, vi))− λi = 0 (12)

So

uij =
(λi)

1/(m−1)[
1−<(xj, xi)

]1/(m−1)
(13)

Let the partial derivative of cluster center vi for J(U, V)

be zero.

∂F
∂vi

= 0 <=> 2
n

∑
j=1

um
ij<(xj, vi)(−

xj − vi

σ2 ) = 0 (14)

We can obtain the following equation.

vi =
∑n

j=1 um
ij<(xj, vi)xj

∑n
j=1 um

ij<(xj, vi)
(15)
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Fig. 1. Fuji apple.

2.3. Radial width selection of Gaussian kernel

σ is the width parameter of function to control radial range
of function. For clustering problems, if the clus-tering
structure in feature space of sample points is compact, the
smaller σ can ensure the effect of the sample points cluster-
ing; If the clustering structure is dispersed, the membership
function is fuzzy, so the larger can help to obtain the explicit
membership function distribution.

Assuming sample set X = xj, ..., xn, we define the center
of sample x̄ = (∑n

i=1 xi)/n, the distance be-tween sample
point and sample center is di = ‖xi − x̄‖ , so the average
distance of sample set is d̄ = (∑n

i=1 di)/n .
The distance variance from the center of the sample to

the sample point is as the radial width.

σ =
n

∑
i=1

(di − d̄)2/(n− 1) (16)

The distance variance between the sample points repre-
sents the degree of polymerization around the clustering,
which is the compaction degree of the sample points cluster
structure, and the distance variance of the sample points
can be roughly measured.

3. Experiments and Analysis

To demonstrate the efficiency of the proposed image seg-
mentation algorithm, experiment is carried out on re-mote
sensing images. The segmentation performance of the pro-
posed method is compared with ACP [18], MSRT [19] and
KWFLICM [20]. These algorithms are implemented in Mat-
lab. Fig. 1 is the Fuji apple sample of fruit trees. The com-
puting platform is configured with Intel Core I7 4.0GHz
CPU, 16G Memory and NVIDIA GTX 780 GPU. The algo-
rithm is compiled by MATLAB 2017(a). The image size in
experiment is 512×512pixel.

Using the algorithms mentioned above, we also obtain
the compared results as shown in Figs. 2-4.

The results showed that our method could robustly get
the segmentation results from many large complex scenes.
To analyze the effect of proposed segmentation method,
we made a comparison with the existed ap-proaches. Our
method can segment the fruit images correctly. The seg-
mentation accuracy of the proposed method is 90.7% and
the average computing time is about 15 seconds. This com-
parison showed that our pro-posed method can get a better
result.

Supposing TP, FP, and FN denote the number of cor-
rectly recognized apples, the number of false recognized
apples, and the number of unrecognized apples respec-
tively in the test images. The recognition rate and error rate
can be formulated as: We also adopt IoU (Intersection over
Union) to evaluate the recognition effect.

regrate =
TP

TP + FP
.erate =

FP
TP + FN

(17)

Tables 1 is the comparison results with different meth-
ods. From this table, we can see that the proposed method
has better result than other methods.

Table 1. Recognition rate of different methods.

Method erate regrate IoU

ACP 0.46 84.2% 46.7%
MSRT 0.41 89.8% 58.3%

KWFLICM 0.38 90.8% 67.2%
Proposed method 0.22 96.5% 76.5%

We also conduct the time comparison with the above
methods. Tables 2 shows the time consumption. It can be
seen that proposed method obtains the better segmentation
performances. This validates our visual inspection.

4. Conclusion

This paper proposes a new segmentation method using
an modified Gaussian kernel function and CNN for apple
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Fig. 2. Comparison of the sample 1 segmentation results for the proposed method, ACP, MSRT, and KWFLICM method.
From left to right. (a) MSRT method. (b) ACP method. (c) KWFLICM method. (d) Proposed method.

Fig. 3. Comparison of the sample 2 segmentation results for the proposed method, ACP, MSRT, and KWFLICM method.
From left to right. (a) MSRT method. (b) ACP method. (c) KWFLICM method. (d) Proposed method.

Fig. 4. Comparison of the sample 3 segmentation results for the proposed method, ACP, MSRT, and KWFLICM method.
From left to right. (a) MSRT method. (b) ACP method. (c) KWFLICM method. (d) Proposed method.

Fig. 5. Fuji apple sample recognition result with proposed method.
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Table 2. Time complexity of different methods.

Method Sample1 Sample2 Sample3

ACP 0.38s 0.41s 0.55s
MSRT 0.34s 0.32s 0.50s

KWFLICM 0.32s 0.29s 0.48s
Proposed method 0.26s 0.14s 0.35s

recognition. By the improved Gaussian kernel function, re-
gion can be segmented from large complex area in seconds.
Experiments show that the proposed method can obtain a
better results than other methods. This method can identify
the small and medium sized apple images accurately and
has good real-time performance. In the future, I will use
the deep learning methods to further perfect our method
and apply them into practical engineering.
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