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NETWORK DESIGN UNDER DEMAND UNCERTAINTY

Koonlachat Meesublak, PhD

University of Pittsburgh, 2007

A methodology for network design under demand uncertainty is proposed in this dissertation.

The uncertainty is caused by the dynamic nature of the IP-based traffic which is expected

to be transported directly over the optical layer in the future. Thus, there is a need to

incorporate the uncertainty into a design model explicitly. We assume that each demand can

be represented as a random variable, and then develop an optimization model to minimize

the cost of routing and bandwidth provisioning. The optimization problem is formulated

as a nonlinear Multicommodity Flow problem using Chance-Constrained Programming to

capture both the demand variability and levels of uncertainty guarantee. Numerical work is

presented based on a heuristic solution approach using a linear approximation to transform

the nonlinear problem to a simpler linear programming problem. In addition, the impact

of the uncertainty on a two-layer network is investigated. This will determine how the

Chance-Constrained Programming based scheme can be practically implemented. Finally,

implementation guidelines for developing an updating process are provided.
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1.0 INTRODUCTION

Due to rapid growth of the Internet, IP-based traffic is expected to be the majority of all

the traffic carried over data networks in the future. Today’s data networks can be typically

described as a four-layer stack. The IP traffic is transported over an ATM layer, over a

SONET/SDH layer, and over a WDM layer. The main drawback of this stack is that it

does not scale well with increasing traffic [1]. Although the ATM layer provides great traffic

engineering functionality (e.g., optimizing network performance and usage), ATM overhead

significantly decreases transmission efficiency. Furthermore, it is unlikely that ATM switches

will be made to support capacities beyond OC-48c (2.488 Gb/s) due to problems in processing

at the packet level (i.e., segmentation and reassembly) [2]. The SONET/SDH layer provides

transport functionality, but its equipment is very expensive and an upgrade is unlikely [3].

Thus, eliminating the intermediate layers on the stack would lead to significant savings in

terms of equipment and operation costs. It is expected that the ATM and SONET/SDH

layers will be bypassed, resulting in a two-layer stack, where IP traffic can be transported

directly over the WDM layer. Such an architecture is known as IP-over-WDM [4], [5]. This

network evolution, as illustrated in Figure 1.1, is made possible by technology breakthroughs

in fast photonic switching together with the Generalized Multiprotocol Label Switching (GM-

PLS) framework.

Unlike traditional circuit-switched networks, an IP-over-WDM network allows dynamic rout-

ing and bandwidth provisioning in the WDM layer. The amount of capacity reserved for

demands carried on each network link can change abruptly; this behavior is termed demand

uncertainty. A short-term network design for handling such uncertainty is needed. However,

this should not be confused with a long-term planning design (i.e., in months or years time
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Figure 1.1: Evolution of data networks

frame) such as a capacity expansion problem that will determine the network topology or

capacities on network links. In that problem, the focus is on demand forecasting and how

to design a network to tolerate the future outcomes and to minimize penalties as a result of

forecasting errors. The long-term model needs to consider demand growth rates, economic

factors, the expected future technologies, as well as possible demand scenarios that might

occur in the future. In contrast, the network design problem discussed in this dissertation has

a different goal since we assume that the network architecture and capacities are given. This

can be classified as a short-term virtual topology design, and the objective is to minimize the

cost of routing and bandwidth allocation subject to network constraints on random demands.

Based on the assumption that an aggregated traffic demand on a network link can be mod-

eled as a Gaussian random variable, the demand characteristic consisting of the mean and

the variance can be used in a new approach, which is an alternative to the mean-based

reservation and the peak-based reservation approaches. Obviously, the mean-based design is

used for handling traffic with low variation around the mean, and therefore a one-time opti-

mization process can be used. In addition, when the traffic has different patterns depending

on time period, but the patterns are completely known or highly predictable, network re-

sources can be optimized according to the demand pattern in each period, and thus there

are different optimal solutions for each of time periods. This type of design is referred to

as the Multi-Hour network design [6]. For example, the optimal routing for the 9-12 A.M

2



period may be different than that of the 1-5 P.M. period.

In contrast, the peak-based approach intends to cover most of the traffic variations by requir-

ing the bandwidth be at least the highest rate known by traffic measurement or estimation

processes. This approach can be costly because the peak rate could be many times higher

than the average. Thus, this approach is suitable for a network with plentiful resources,

where cost is not the main issue. In this dissertation, we propose a technique whereby the

variation above the mean level could be handled statistically based on the specified levels

of guarantee. The Chance-Constrained Programming (CCP) approach [7] is adapted to this

application for constructing bandwidth bounds and specifying levels of probabilistic guar-

antee for random demands. The resulting problem is a nonlinear Multicommodity Flow

(MCF) optimization problem [8]. However, solving an exact nonlinear optimization problem

is not practical for dynamic routing and provisioning operations. Therefore, there is a need

to develop heuristic algorithms, which are simple, but produce good-quality solutions. The

second part of the dissertation concentrates on how to integrate the model and algorithms

into an uncertainty framework, including a two-layer model that could be applied to future

networks. The research contributions are as follows:

1. A new use of the Chance-Constrained Programming optimization in a communication

network context, considering both uncertainty and service guarantees.

2. New mathematical formulations for network design under traffic uncertainty are devel-

oped. This framework is expected to be applied to the design of virtual networks in

IP-over-WDM network.

3. A set of fast efficient heuristic algorithms are developed to solve such design problems

with reasonably good quality. The solution algorithms are intended for usage in a time-

critical environment such as on-line optimization update. Furthermore, this could be

applied in solving other similar nonlinear optimization problems.

4. Implementation guidelines for developing a corrective process for handling traffic changes

are provided.

The dissertation is organized as follows. Chapter 2 provides background on current network

3



architecture. Chapter 3 discusses the related current literature, and introduces a design

approach using the Chance-constrained Programming technique. Chapter 4 presents the

proposed network design technique, and mathematical programming models and formula-

tions. Chapter 5 describes heuristic solution algorithms and their performance. Chapter

6 discusses the implementation issues and an adaptive approach in a two-layer network.

Chapter 7 concludes the dissertation and provides future research suggestions.
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2.0 BACKGROUND ON NETWORK ARCHITECTURES

2.1 OPTICAL LAYER

The optical layer, defined by the International Telecommunication Union-Telecommunication

Standardization Sector (ITU-T), is composed of three sub-layers: the optical channel (OCh)

layer, the optical multiplex section (OMS) layer, and the optical transmission section layer

[9]. The OCh layer provides routing functionality for end-to-end connections known as light-

paths. The OMS layer supports optical signals at an aggregate level (i.e., the fiber level,

which can contain multiple wavelengths). The optical transmission section is responsible for

how to transmit wavelengths over a fiber. This can be done via two multiplexing techniques:

optical time division multiplexing (OTDM) and wavelength division multiplexing (WDM).

WDM is preferred over OTDM due to the higher bandwidth it can provide [10]. In WDM,

data is transmitted over wavelengths simultaneously on a fiber by using multiple channels

at different wavelengths. In the rest of this dissertation, the terms optical layer and WDM

layer will be used interchangeably.

A logical connection between routers in the IP layer is provided at the OCh layer (or OXC

layer) by a lightpath, which is established by optical switches called optical cross-connects

(OXCs). Each lightpath traverses a number of point-to-point WDM systems known as op-

tical transport systems (OTSs), which is a pair of WDM terminals. When an IP router

requests a connection, OXCs provision (establish) a lightpath by cross-connecting an incom-

ing OTS channel (wavelength) to an outgoing OTS-channel. An OXC may or may not have

wavelength conversion capability (i.e., able to change the wavelength of an incoming optical

signal). If wavelength converters are equipped along a route, a lightpath may traverse one
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or more wavelengths.

Initially WDM technology has been deployed to support point-to-point systems, where op-

tical signals are added and dropped at every intermediate node. Each node requires optical-

electronic-optical (O-E-O) conversion of signals. Such a network is called an opaque network.

The advantages are that the impairment accumulation along the path can be prevented and

performance monitoring is simple. However, this system cannot achieve full transparency

(i.e., the independence of protocols, formats, and bit rates). Furthermore, transmission speed

is limited due to the electronic bottleneck of O-E-O conversion and large buffers are required

at intermediate nodes [11]. The future optical network is expected to be all-optical, where

there is no O-E-O conversion along a lightpath. Optical signals can be bypassed at a transit

node by optical add/drop multiplexer (OADM), which can drop some traffic at a particular

point and let the rest bypass the intermediate node. The main advantages of all-optical net-

works are transparency support, lower transmission time, and cost savings from intermediate

devices. OXCs, with dynamic routing, provisioning and survivability capabilities, will have

a major role in future optical networking, using the GMPLS control plane.

2.2 IP-MPLS

Multiprotocol Label Switching (MPLS) technology has been developed by the Internet En-

gineering Task Force (IETF) to support applications such as Traffic Engineering, Virtual

Private Networks, Quality of Service (QoS) for differentiated services, and restoration at the

IP layer. MPLS is a connection-oriented scheme used to forward an IP packet based on a

label appended to an IP header. The content of an IP packet is not examined by intermedi-

ate MPLS routers, and thus this fast-forwarding capability can reduce routing congestion at

electronic routers. Routers in an MPLS network are called Label Switching Routers (LSRs).

When IP packets enter a MPLS network at the ingress LSR, the LSR attaches labels to

packets based on their Forwarding Equivalent Class (FEC). An FEC can be assigned based

on a variety of factors (e.g., QoS class, security). A common approach is to base the FEC
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on the destination address of packets. The packets with the same FEC will be forwarded

in the same way across the network along a connection called a Label Switched Path (LSP).

An LSP can be viewed as analogous to a virtual path connection in ATM. An MPLS label

is locally significant to an LSR, and labels can be stacked in a last-in, first-out manner. It

can be pushed (appended to a packet), swapped to another label, or popped off. MPLS

supports hierarchal routing by these stacking operations. Lower-order LSPs can be merged

into higher-order LSPs, and the topmost label signifies the highest-order LSP. When the

packets exit the MPLS network at the egress LSR, the labels are removed and the packets

are then routed via traditional IP routing protocols.

To establish an LSP, LSRs perform path calculation via a constraint-based routing protocol.

It aims to find the optimal path that does not violate a set of constraints such as performance

constraints (e.g., maximum available bandwidth) or administrative constraints (e.g., a set of

links to be excluded). Thereafter, a path is set up via a signaling protocol such as Constraint-

Based Label Distribution Protocol (CR-LDP) or Resource ReSerVation Protocol with traffic

engineering extension (RSVP-TE). A comprehensive tutorial on MPLS is given in [2].

2.3 GMPLS AND FUTURE NETWORK MODELS

2.3.1 GMPLS

In order to achieve the integration of the IP and optical domains, a common control plane for

routing and signaling is needed. This began with the development of Multiprotocol Lambda

Switching (MPλS) [12], which is an extension of MPLS to be used with OXCs in the optical

domain. The initial goal of MPλS was to provide dynamic lightpath provisioning. This is

because provisioning has been done manually via network management, which consists of

planning and reconfiguration processes. Such processes are time-consuming and therefore

not suitable for the dynamic nature of IP demands. With MPλS, an OXC can perform data

forwarding in a way similar to LSR packet forwarding, except that the label is implicitly
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assigned, specified by a wavelength used for a lightpath.

A generalized version of MPλS is being developed called Generalized Multiprotocol Label

Switching (GMPLS). GMPLS extends MPLS to support non-packet switching, including

timeslot, wavelength, and fiber switching. The proposed GMPLS control plane provides the

following functions [13]:

1. Neighbor discovery by the proposed Link Management Protocol (LMP) for detection

of links between neighboring OXCs and keeping track of link status (e.g., up/down,

bandwidth availability).

2. Link state dissemination by an Interior Gateway Protocol (IGP) such as Open Shortest

Path First (OSPF) or Intermediate System to Intermediate System (IS-IS) with traf-

fic engineering extensions for distribution of topology and resource availability of the

network

3. Route computation by a constraint-based routing protocol (as in MPLS) for calculating

working and backup lightpaths.

4. Path management (i.e., establishing, maintaining, and tearing down lightpaths) by a

signaling protocol such as RSVP-TE or CR-LDP.

5. Fault management (protection and restoration).

GMPLS allows sharing of optical network topology and resource availability information

between OXCs and LSRs. The resource information exchanged includes wavelength and

bandwidth availability, physical layer constraints (e.g., maximum distance and bit error rate

limited by a network), and link protection and diversity for failure protection. With the

above GMPLS capabilities, OXCs can dynamically provision connections requested from the

client IP routers. How the clients request connections from the optical layer is described by

IP-over-WDM network models in the next section.
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2.3.2 IP-over-WDM Models

There are two main proposed IP-over-WDM network models: an overlay model and the peer

model [1], [12]. These models are classified based on how network information is interchanged

between layers.

Overlay Model

In the overlay model or client-server model, the IP domain (client) and the optical domain

(server) have independent control planes for routing and signaling. Routers interact with the

optical core network via the user-to-network interface (UNI), while the subnets in the optical

core network communicate with each other via the network-to-network interface (NNI). The

internals of the optical core is hidden from the IP domain. In this model, an IP router re-

quests a connection without any knowledge of the optical core network, and the optical layer

only provides connections to the IP layer, i.e., OXCs setup lightpath connections for IP con-

nections. In summary, the operations in both the optical and the IP layers are independent

of each other. The overlay model is considered as the first generation of the IP-over-WDM

network.

Peer Model

In this model, both the IP and optical domains use the same control plane, and there is no

difference between UNI and NNI in terms of routing and signaling. The full functionality

of GMPLS previously described is assumed in this model. Routers are peers of OXCs and

they can exchange topology and resource information. Unlike the overlay model, the routers

can take benefit of having the full knowledge of the optical core network. Thus, resource

efficiency or performance goals could be satisfied by routing with such knowledge.

On a technical basis, the overlay model will be feasible before the peer model. The peer model

needs more intelligence in optical networking and requires a lot of standardization. Moreover,

since the core networks may belong to many service providers, some topology information

may need to be kept private. However, the peer model can eliminate the duplication of

9



control plane functionality of the two layers. During the transformation from overlay to

peer, there would be an intermediate model known as the Augmented Model. This model

would still have two separate control planes, one each for the IP and optical domains, but

some information from the optical core network would be exchanged with the IP domain.

2.4 SUMMARY

This chapter provides relevant background information on network architectures and tech-

nologies. Nowadays there are many difficulties in implementing an IP-over-WDM network

due to differences in the IP and optical layers. The main issues include routing, resource

management, signaling, and survivability. The uncertainty framework in this dissertation

focuses on the routing and resource management aspects.
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3.0 NETWORK DESIGN UNDER DEMAND UNCERTAINTY

3.1 MOTIVATION

In Chapter 2, the promising future of IP-over-WDM networks with the MPLS/GMPLS pro-

tocol was described. However, one of the main issues in designing such a network is that the

traditional optimization models are no longer appropriate due to the following changes.

1. Change in network architecture

In the current IP/ATM/SONET/WDM network stack, a hierarchical multiplexing effect re-

duces the dynamic variability of the demand seen at the bottom layer (i.e. the WDM layer).

In other words, the demand at the WDM layer appears to be static in a sense that the capac-

ity allocated between each two points is fixed over a long period of time. However, placing

the IP traffic directly over the WDM layer will have an impact on the design since it is now

necessary to incorporate the dynamic nature of the IP demand. Thus, future networks may

need to apply the concept of dynamic allocation of bandwidth into the lower layers.

2. Change in bandwidth-allocation duration

The traditional design for a circuit-switched voice network assumes that a virtual trunk con-

nection setup for a demand lasts for a long period of time (e.g. on the order of months or

years). This assumption will no longer be true for a data network since in the future a user

may request a connection in a short-term basis (e.g., on the order of weeks or days, even

hours). Therefore, bandwidth in the lower layers will be considered as a volatile resource.

This change will make the optimization of network bandwidth allocation much more com-

plicated.
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Thus, there is a need for a new methodology to incorporate dynamic factors into a de-

sign model. In this dissertation, we consider the demand dynamic in terms of the volume

variation, and will use the term demand uncertainty throughout the the dissertation to

characterize this variation.

3.2 OPTIMIZATION MODELS

Based on how demand uncertainty is handled in an optimization problem, network models

can be roughly classified into two categories as follows.

3.2.1 Deterministic Models

Deterministic models assume that the demand volume is known or can be forecasted with

small errors. Therefore, it need not consider characteristics of uncertain parameters. This

simplicity is preferred in traditional network designs with a use of the mean value to sum-

marize the data. The more conservative approach uses the worst-case value to guarantee

performance under peak loads. However, in general some parameters can not be estimated

with high accuracy. Optimization using the mean-value or worst-case scenario could yield

large error bounds [14].

3.2.2 Stochastic Models

Stochastic models handle uncertainty explicitly. It considers changes in parameters such

as randomness of demand, and then incorporates this factor into the design. In the Op-

erations Research (OR) literature, Stochastic Programming (SP) and its variations (e.g,

Robust Optimization and Chance-constrained Programming) have many applications for

decision-making with uncertainty. Note that SP is quite different than sensitivity analysis.
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In sensitivity analysis, the goal is to determine the impact of parameter perturbations on the

solutions; it does not specify how to control such uncertainty. Therefore, sensitivity analysis

is a reactive approach, while the SP is a proactive approach [15]. The following describes

three major approaches that incorporate uncertainty within optimization models.

3.2.2.1 Stochastic Programming with recourse SP with recourse is a classic opti-

mization problem that is used for planning with uncertainty. It assumes that the probability

distributions of random variables (i.e., uncertain parameters) are known or can be estimated.

The simplest form of this model is a two-stage recourse model. Each stage consists of a set of

decision variables. For example, in a capacity expansion problem, the amount of capacity to

be allocated is a decision variable in the first stage. Capacity constraints in this stage could

be the mean value based on past experience or initial estimation. Since the outcome may

not be as expected, the capacity assigned in the first stage may not meet the future demand

described by a random variable. Therefore, the second stage involves taking a corrective or

recourse action to compensate for the planning error, e.g., buying more capacity (which is

the decision variable in the second stage). Hence, the goal is to minimize the cost of the

first-stage decision plus the expected cost of the second-stage recourse decision. Birge and

Louveaux [14] extensively discuss the SP with recourse problem, in both the modeling and

solution approaches.

3.2.2.2 Robust Optimization Robust Optimization (RO) seeks to determine an opti-

mal solution that is robust or immune to uncertainty [15], [16]. Uncertain parameters are

described by a set of possible outcomes or scenarios, and the RO model considers a tradeoff

between feasibility and optimality for all the given scenarios. Although this is similar to

the basic SP with recourse technique, there are some differences. First, while the SP model

takes into account the expected value of a random variable, the RO model considers not only

the expected value, but also the variance or the higher moments so that it can minimize the

impact of variability. Second, RO explicitly uses a penalty function for the purpose of risk

aversion. The penalty function, which is also called the utility or regret function, is used to

penalize infeasibility or errors resulting from inexact planning.
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3.2.2.3 Chance-constrained Programming Developed by Charnes and Cooper [7],

Chance-constrained Programming (CCP) handles uncertainty by permitting infeasibility of

a constraint with uncertain parameters within some specified probability value. Unlike the

RO and SP with recourse models, the CCP is a Here-and-Now -type decision making model.

Therefore, it does not require the compensation or penalty cost for the unwanted future

outcomes, which is unknown or difficult to estimate. This dissertation emphasizes a network

design approach using the CCP model, which will be discussed in detail in subsequent

sections.

3.3 RELATED WORK

Typical designs for telecommunications networks do not consider demand as a random vari-

able. Therefore, applications using stochastic optimization are rare in the literature. Cur-

rently, there are just a few research papers in the literature focusing on problems such as

routing or capacity expansion given probabilistic information of the future demand. Sen et

al.[17] uses the number of requested connections as a random variable in a capacity planning

problem for an incremental design of a telephone switching network. This is done by using

the two-stage SP with recourse model. The goal is to minimize unserved demands and to

seek to add capacities (or lines) subject to a capacity budget. Kennington et al.[18] apply

the RO approach to minimize optical equipment cost in a WDM network. This work uses a

regret function to penalize errors resulting from a demand forecast (i.e., in case of overesti-

mate or underestimate). The uncertain future demand is described as a set of scenarios with

given probabilities of occurrence. Similarly, Leung and Grover [19, 20] use scenario-based

demand as an input to a two-stage SP with recourse problem for the design of working and

spare capacity allocation in a survivable optical network.

All of these studies use a set of demand scenarios. The main disadvantage is that it is difficult

to generate scenarios and associated probabilities that represent the future outcomes. Fur-

thermore, If the number of scenarios is too small, the model could overlook some important
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cases. On the other hand, if the number of scenarios is large, it would be computationally

impractical for solving a large-scale problem. In addition, the cost of performing the cor-

rective action in the future (as in the SP) or the regret function (as in the RO) are always

difficult to obtain. Although the SP with recourse and RO models are suitable for some plan-

ning horizon problems, this dissertation focuses on a model that can be applied to Traffic

Engineering (TE) applications such that a decision on routing and bandwidth provisioning

will be made on a short-term basis. Thus, the CCP model is better suited to this type

of application. With probabilistic guarantees (as will be discussed next), the uncertainty

will always be carried, but the amount of bandwidth provisioned will be based on statistics

through the level of guarantee and the characteristic of the demand.

The work by Mitra and Wang [21] is an economic model with revenue risk consideration.

This scheme optimizes bandwidth provisioning and path selection under demand uncertainty

by maximizing the revenue from serving demands, using a probabilistic distribution (trun-

cated Gaussian distribution) of demands as inputs. Based on the mean-risk analysis, the

scheme can help a carrier make a decision to determine the tradeoff between revenue and the

risk of having revenue falling below the threshold. For example, the carrier may take risk

by provisioning bandwidth for the uncertainty in order to obtain more revenue, or giving

up some revenue if it is not paid off. This is based on the fact that bandwidth can be sold

in wholesale or retail, and the price of a volatile demand could be high; this is the revenue

risk. Then, the objective is to maximize the mean revenue with the risk of revenue shortfall.

Therefore, based on the tradeoff decision, the uncertainty is not always carried.

A CCP’s application related to our work is described in a study of Medova [22] for dimension-

ing and traffic management of an ATM network. Uncertain demand (in a connection-level)

is guaranteed with a fixed call rejection (or call blocking) rate. The author assumes that

the call blocking rate is very small, and then use an approximation technique to eliminate

the chance-constraint. The resulting approximated constraint (or deterministic equivalent)

contains no probabilistic information of random demand. Unlike the current literature, this

dissertation incorporates statistical information on a random demand (i.e., mean and vari-
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ance) with a probabilistic level-guarantee of network resource into an optimization model.

The next section describes the formulation of CCP problems in detail.

3.4 FORMULATION OF CHANCE-CONSTRAINED PROGRAMMING

PROBLEMS

Consider N random variables, denoted by ξi’s (e.g., random demands). Let xi be a decision

variable associated with cost ci. In a network context, xi could represent capacity or band-

width allocated on link i within bound bi. Suppose that the bandwidth can be used to carry

the random demand with some specified probability value, a simple generic formulation of a

CCP problem is as follows:

min
xi

N∑
i=1

cixi (3.1)

subject to:

P ( xi ≥ ξi ) ≥ αi, ∀i = 1 . . . N (3.2)

xi ≤ bi, ∀i = 1 . . . N (3.3)

xi ≥ 0, ∀i = 1 . . . N (3.4)

where 0 ≤ αi ≤ 1. Constraint (3.2) is a chance-constraint used to ensure that capacity or

bandwidth allocated on link i is greater than or equal to an uncertain parameter ξi for at

least probability αi. This constraint implies that the model can permit constraint violations

up to a probability limit of 1− αi. For example, the quantity 1− α can be viewed as a call

blocking probability, and can be included in a model to ensure the random demand can be

carried with an α-level of guarantee.

Constraints of the form of (3.2), namely

P ( x ≥ ξ ) ≥ α (3.5)
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can be converted into a deterministic equivalent ([23], [24]) as follows. Suppose that a random

variable ξ has a cumulative distribution function Φ(.), and its inverse transform Φ−1(.). Let

Φ−1(α) = K. Thus, P ( K ≥ ξ ) = α. It is true that P ( x ≥ ξ ) ≥ α if and only if x ≥ K.

The value of K will be determined from the probabilistic information of a random variable.

In this work, we assume that the traffic demand ξ is normally distributed with mean µ and

variance σ2. Standardizing inequality (3.5) using the unit normal random variable z, we

obtain P
(

x−µ
σ
≥ z

) ≥ α if and only if x−µ
σ
≥ Φ−1(α), which can be written as

x ≥ µ + Φ−1(α)σ (3.6)

Hence, this is a deterministic equivalent of the chance-constraint (3.5). It can be interpreted

as follows. To guarantee that the link can support the random demand at least the 100(α)%,

we need to allocate capacity at least the amount of Φ−1(α)σ beyond the mean (µ) of the

demand. In the minimization problem presented in the next chapter, the required link

capacity for an α-level guarantee is based on (3.6), but the minimum value is used:

x = µ + Φ−1(α)σ (3.7)

and the uncertainty factor, Φ−1(α)σ, is the key difference when compared with a determin-

istic design. It captures both the level of uncertainty-guarantee (α) and variability of the

demand volume (σ).

3.5 SUMMARY

This chapter discusses the need for an uncertainty framework due to the changes in net-

work architecture and the dynamic of demands. Then, the related optimization models

and literature on demand uncertainty was described. Finally, the basic Chance-Constrained

Programming concept was introduced.
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4.0 UNCERTAINTY MODELS

4.1 ISSUES AND ASSUMPTIONS

The network models used in this dissertation are one-layer and two-layer models. The

one-layer model could represent a generic network, and will be used in the first stage of

development of our uncertainty framework. We assume that the demand between each two

points is a large aggregation of traffic. Given a set of traffic demands, the logical or virtual

topology is to be determined, and then all the demands are routed over virtual paths in the

topology. The term virtual path or virtual connection implies that the nodes that lie in such

path are virtually connected although they may not be physically connected to each other.

The two-layer network as illustrated in Figure 4.1 could represent an overlay model (see Sec-

tion 2.3.2), which is considered as the first generation of the IP-over-WDM network. The top

layer consists of IP router nodes, and the nodes in bottom layer represent optical routers or

OXCs. The overlay model implies that each layer performs routing calculations separately.

How the nodes in the top layer are connected is described by a virtual topology. The relation

of these two layers is defined by a mapping, where a virtual or logical link between routers

in the IP layer is provided by a physical connection (i.e., fiber link) between OXCs in the

lower layer. Selecting which wavelengths on a fiber can be performed via the Routing and

Wavelength Assignment (RWA) algorithms extensively discussed in the literature [10] and

will not be included in the optimization process in this dissertation.

In summary, this optimization problem can be classified as virtual topology design, and our

goal is to minimize the cost of dynamic routing and bandwidth allocation subject to network
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Figure 4.1: A two-layer network

constraints on random demands. To design a network supporting dynamic IP-based demand,

there are three main implementation issues that need to be considered:

1. How much demand uncertainty can the network tolerate?

2. How can guarantees be provided to an uncertain demand?

3. How can a network designer/manager obtain statistical information on an uncertain

demand?

The first issue arises due to limitations on network resources and switching/multiplexing

technologies. The second issue is closely related to the first issue. However, this depends

not only on resource limitations, but also on a network service provider’s policy. In order

to achieve high resource utilization, the service provider could treat the uncertain portion

(i.e., the variation beyond an expected volume) of the traffic similar to IP best-effort traffic.

From the chance-constraint, the mean value of demand volume, which is called the certainty

factor, is always 100% guaranteed. In contrast, the demand variability represented by a

function of variance and a parameter α (called the uncertainty factor) is probabilistically
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guaranteed based on the assigned value of α.

With the use of a chance-constraint as discussed in the previous chapter, both the first

two issues can be addressed directly. First, the chance-constraint is used to construct an

approximate bound on the bandwidth required for a random demand. Second, a level of

uncertainty-guarantee is provided according to a probabilistic value assigned on each net-

work link; thus, this will ensure a per-link or link-level guarantee. Alternatively, one can

provide an end-to-end or per-path guarantee. In this case, each traffic flow receives its own

level of guarantee regardless of the links used in a route. Traffic demands can be specified

by class and have the same level of guarantee for the same class, which complies with the

DiffServ or MPLS QoS routing standard. In this case, the design is simpler than that of the

per-link case since it is a linear optimization problem as shown in Section 4.3.2, unlike the

per-link case which is non-linear as will be shown in Section 4.3.1.

For the third issue, we assume that a network manager can obtain a probability distribution

for demands by traffic monitoring, or making some approximations. We expect that the

characteristics of the future Internet will support a dynamic bandwidth-on-demand. There-

fore, an optimization solution that is optimal in some period of time may not be optimal in

another period, and thus a re-optimization process is needed. This depends on the uncer-

tainty bound approximated by a chance-constraint. If the bound is good enough to cover

the traffic variation, the update need not be made often. As will be explained in Chapter 6,

sometimes it is not necessary to re-optimize the entire network due to the costs associated

with the process (e.g., computational cost, traffic disruption cost, etc.). However, at some

point, when the bounds obtained by CCP approximation no longer satisfy demand require-

ments and service level agreements, one will have to request or add more bandwidth on some

existing paths if it is allowed, reroute or reconfigure some paths, or re-optimize the network

(this would be the last choice). For example, bandwidth based on the initial distributions of

the traffic may need to be adjusted when there is a significant traffic change. Depending on

the network policy, the network manager can set a specified threshold related to the level of

traffic change so that an adaptive process can decide whether to re-optimize the network or
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not. Generally, a small traffic change can be resolved with rerouting or adding more band-

width to the existing paths, but for a significant change, re-optimization would be needed.

The next question is what is an appropriate choice for modeling the traffic distribution. The

appropriate probability distribution modeling traffic demands depends on the level of traf-

fic aggregation. Sufficient aggregation means that large aggregations of a number of traffic

streams occurs over long time scales [25]. As networks get large, the traffic will be sufficiently

aggregated and the distribution can be approximated by the Normal or Gaussian model. If

this assumption is not satisfied, a non-Guassian model such as the M-Pareto model could be

used instead [26], [27]. In short, the M-Pareto model can be used to study traffic when there

is a smaller level of aggregation (i.e., a few flows). It can be used to investigate traffic based

on a per-flow basis, especially for bursty Internet traffic. This could be useful in predicting

network queuing performance. This model is basically a Poisson process, but the rate λ

represents the length of traffic burst, and has a Pareto distribution. This model can be used

to design a network with self-similar or fractal traffic, which is characterized by burstiness on

different timescales. It is known that the more self-similar the traffic, the longer the queue

size. The consequence is that there will be greater packet losses and network delays; thus,

buffer size, path length (or the number of hops), link bandwidth, and other factors related

to QoS network design must be included. The formulation based on the M-Pareto model is

more complicated than that of the Normal model, but its deterministic equivalent can be

derived similarly. In fact, the Normal distribution can be used to approximate the M-Pareto

model when λ is large [26], [27]. This dissertation will consider large aggregate of traffic

case, and thus the Normal distribution will be used. Independence of traffic demands are

also assumed for simplicity. However, if the demands are not independent, the deterministic

equivalent can be adjusted by including a covariance factor.

The last important concern is the complexity of the problem. As can be seen in the following

sections, the computational time to solve the problem grows exponentially with the network

size. In general, the computational time can be improved by reducing the number of choices

that a decision variable can take. As shown in an example in Chapter 5, the problem
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considered in this dissertation is a path-based routing design (i.e., a route is selected from a

given set of candidate paths for each demand pair). In general, reducing the number of paths

in a path set, rather than keeping all the possibilities, will improve the computational time

with some reduction in the quality of solutions. This approach has been advocated in the

literature [28], especially when the solution process should meet a time-critical requirement.

In addition to the reduction in an input, what significantly affects the computational time

are the problems themselves (e.g., highly-constrained, nonlinear, or large-scale problems),

which will be described in Chapter 5.

4.2 NETWORK DESIGN PROCEDURE

The design model in this dissertation is based on the basic problem stated as follows.

Given network information and a demand matrix, determine the routes and the amount

of bandwidth to be allocated on such routes so that the total network cost subject to network

constraints is minimized.

The network design problem consists of two main tasks: routing and bandwidth allocation,

as illustrated in Figure 4.2. The routing procedure determines routes or paths for traffic

demand with uncertainty considerations. The bandwidth allocation procedure determines

the amount of bandwidth reservation to support demand uncertainty with the required

guarantee levels. These two tasks can be included in a single mathematical programming

problem, which will be discussed in the next section. The required inputs to the design

problem are as follows:

• Demand matrix and demand statistics (mean and variance)

• Uncertainty-guarantee levels

• Network topology

• Cost information (e.g., bandwidth cost, fixed charge costs, etc.)

• Resource constraints

The routing part requires an equivalent bandwidth calculation of the uncertainty based on
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Figure 4.2: General network design procedure

the Chance-Constrained approximation approach. Such bandwidth approximations are also

used as a set of constraints in the design problem, resulting in bandwidth allocation on

network links after the problem has been solved for route solutions. To summarize, first,

in this chapter, optimization models are developed to represent the network design problem

in an uncertainty environment. Then, in Chapter 5, efficient algorithms that can solve the

proposed optimization problems in reasonable time with good quality are developed. Finally,

issues related to any large traffic change that could happen in the future will be discussed

in Chapter 6.
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4.3 MATHEMATICAL FORMULATIONS

Next we show how mathematical programming based on the Chance-Constrained Program-

ming (CCP), as introduced in Chapter 3, can be used to formulate optimization problems in

the context of a network problem as follows. Suppose that we need to determine an amount

of bandwidth to be allocated on link j, assuming this link carries traffic demands ξ1 . . . ξK ,

which are normally distributed with mean µk and variance σ2
k, k = 1 . . . K, as depicted in

Figure 4.3.

.
.
.

Link j
-level guarantee

N( 1,
2
1)

N( 2,
2
2)

N( K,
2
K)

Figure 4.3: Demands carried on link j

For simplicity of the design, we assume that these random demands are independent of

each other.1 Since the sum of K independent normal random variables is also a normal

random variable distributed with mean
∑K

k=1 µk and variance
∑K

k=1 σ2
k, Equation (3.7), which

considers only one random demand, can be extended for K demands. Specifically we define

xj as the amount of bandwidth required on a link to provide a αj level guarantee to the

aggregate traffic, which is given by

xj =
K∑

k=1

µk + Φ−1(αj)

√√√√
K∑

k=1

σ2
k . (4.1)

This is the deterministic equivalent of the chance-constraint with α-level guarantee, which

is the bound on the bandwidth required on link j to carry this set of random demands.

1If they are not independent, a covariance factor will be included.
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4.3.1 Mathematical Formulation 1

Let a network be defined by a graph (N ,A), where N is a set of nodes, and A is a set of

links. The notation is as follows:

Let

• D denote the set of point-to-point traffic demands. Each demand is specified with mean

µk and variance σ2
k.

• Pk denote a predefined set of candidate paths for demand k ∈ D.

• cj denote the cost per bandwidth unit on link j ∈ A.

• Fj denote the fixed charge cost of using link j ∈ A.

• αj denote the level of guarantee of link j ∈ A.

• Wj denote the bandwidth bound on the total volume of traffic carried on link j ∈ A.

• fk,p denote a decision variable, which is equal to 1 if the flow of demand k selects path

p from the predetermined path set Pk, and 0 otherwise.

• yj denote a decision variable. It is equal to 1 if link j ∈ A is used, and 0 otherwise.

• δk,p
j denote a binary parameter. It is equal to 1 if path p ∈ Pk for demand k uses link

j, and 0 otherwise. Note that δk,p
j is determined when the set of possible paths Pk is

calculated.

Basic Uncertainty Model

The goal of this model is to determine the optimal path assignment (i.e., the best set of

fk,p) such that the total network cost resulting from routing and allocating capacities to the

random demands carried on such paths is minimized. There are two types of costs in the

model. The first type is the cost per bandwidth unit (cj) for both the certain and uncertain

demand volumes carried on each link. The second type is the fixed charge (Fj) for carrying

the uncertain demand on link j. This can be used as an uncertainty-avoidance penalty cost

associated with resource limitations or network policy. For example, if the network manager

tries to avoid routing random traffic through some links or a certain area, he can easily

adjust this quantity. The fixed charge can also be used as a distance-based cost since the
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longer the link, the more physical-layer network devices required.

The inputs to the model are the following parameters: network topology, a set of random

traffic demands with probabilistic information (i.e., mean and variance), precalculated sets

of candidate paths, cost parameters, and the guarantee level on each link. The outputs of

the model are the route selection with the uncertainty bounds required on links and network

cost. Given the notation above, the minimum cost network design with demand uncertainty

can be formulated as follows.

min
fk,p, yj

∑
j∈A

∑

k∈D

∑

p∈Pk

cj µk δk,p
j fk,p +

∑
j∈A

cj Φ−1(αj)

√∑

k∈D

∑

p∈Pk

σ2
k δk,p

j fk,p +

∑
j∈A

Fj yj (4.2)

subject to:

∑

k∈D

∑

p∈Pk

µk δk,p
j fk,p +

Φ−1(αj)

√∑

k∈D

∑

p∈Pk

σ2
k δk,p

j fk,p ≤ Wj , ∀j ∈ A (4.3)

∑

p∈Pk

fk,p = 1 , ∀k ∈ D (4.4)

δk,p
j fk,p ≤ yj , ∀j ∈ A, ∀k ∈ D, ∀p ∈ Pk (4.5)

fk,p, yj ∈ {0, 1} (4.6)

The objective function (4.2) and constraints (4.3) contain both the certain and the uncertain

parts. These terms are straightforwardly derived from the mean (µk) and the variance (σ2
k)

with the multiplication of the flow decision variable fk,p. Constraints (4.3) ensures that the

amount of capacity allocated on link j does not exceed the bound Wj, which is the upper

bound on link bandwidth determined by the network manager or physical link capacities.

Constraints (4.4) forces demand k to be routed on a single path to preserve flow integrity.
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If link j is selected, constraints (4.5) adds a fixed charge to the link cost.

This is classified as a multicommodity flow (MCF) optimization problem. Since the decision

variable fk,p in (4.2) and (4.3) appears inside the square root, the uncertainty factor intro-

duces a nonlinearity in both the objective function and constraints. Note that the linear

MCF integral flow problem is known to be NP-complete. Hence, this nonlinear problem is

even harder to solve. Especially, when dealing with a time-critical application (e.g., dynamic

routing and bandwidth allocation in a IP-over-WDM network), obtaining an optimal solu-

tion from an exact nonlinear MCF problem may be impractical. Thus, there is a need for a

heuristic approach that is simple, but yields good quality solutions as discussed in Chapter

5.

4.3.2 Mathematical Formulation 2

In addition to the formulation above, Chance-Constrained Programming can also be applied

in another approach to incorporating uncertainty into the network design problem. Con-

sider the following case illustrated in Figure 4.4. This is different from Figure 4.3 since

each demand now has its own specified level of uncertainty guarantee (αk). Each traffic

will be guaranteed with its specified α level along the route from source to destination. In

the other words, the uncertainty is handled through an end-to-end agreement between the

network provider and the user, and the guarantee of the uncertainty is statistically provided

on end-to-end individual traffic or end-to-end aggregated traffic flows. In contrast, the pre-

vious case provides link-by-link guarantees, which support statistical multiplexing of flows

on a link thereby reducing the resources needed at a link, whereas the end-to-end approach

aggregates traffic at end level.

Unlike the uncertainty bound described in Equation 4.1 of the previous model, here the total

capacity satisfying all traffic demands on the link could be determined as follows:

xj =
K∑

k=1

µk + Φ−1(αk)σk (4.7)
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Figure 4.4: Demands carried on link j

Note that the lack of square root term make the problem much easier to solve compared with

the previous problem, as will be discussed next. Similar to the previous model, the inputs to

the model consists of parameters: network topology, a set of random traffic demands with

probabilistic information (i.e., mean and variance), precalculated sets of candidate paths,

cost parameters, and the guarantee levels per traffic flow. The outputs of the model are

route selection with the uncertainty bounds, bandwidth required on links, and network cost.

Given the notation above, the minimum cost network design with demand uncertainty can

be formulated as follows.

min
fk,p, yj

∑
j∈A

∑

k∈D

∑

p∈Pk

cj

(
µk + Φ−1(αk)σk

)
δk,p
j fk,p +

∑
j∈A

Fj yj (4.8)

subject to:

∑

k∈D

∑

p∈Pk

(
µk + Φ−1(αk)σk

)
δk,p
j fk,p ≤ Wj , ∀j ∈ A (4.9)

∑

p∈Pk

fk,p = 1 , ∀k ∈ D (4.10)

δk,p
j fk,p ≤ yj , ∀j ∈ A, ∀k ∈ D, ∀p ∈ Pk (4.11)

fk,p, yj ∈ {0, 1} (4.12)

The formulation of this model is similar to the previous one, except that now the aggregation

of the uncertainty part (which involves the variance term) is much simpler. In this case,

when combined with the flow variable in the both the objective function and constraints,
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the resulting problem is linear. The formulation above is a mixed integer programming

problem and can be solved using the well known branch-and-bound technique for small

problem cases. While Mathematical Formulation 2 is linear, it is still a NP-hard problem,

and for large problems, a heuristic approximation solution technique must be adapted.

4.3.3 Bandwidth reservation comparison

A network manager may select a bandwidth reservation approach based on the guarantee-

level needed. When considering an equivalent end-to-end guarantee of the demands using

shared allocated bandwidth on a route (which consists of a series of links with specified

link-level guarantees, i.e., Formulation 2), this value can be approximated by multiplying

all the link-level guarantees of links used by that route. For example, consider a four-hop

route with a 0.99 level of guarantee for all links as shown in Figure 4.5. The approximated

end-to-end calculation will be equal to 0.994 = 0.961. If the link-level guarantee is increased

to 0.999, the equivalent end-to-end guarantee value will be 0.9994 or 0.996. Thus, the equiv-

alent end-to-end guarantee calculation of a route may be used as an additional metric if

the network manager decides to achieve some level of end-to-end guarantee. Furthermore,

the equivalent end-to-end guarantee value can be used as an additional constraint for some

specific routes in the link-level guarantee optimization problem.

0.99 0.99 0.99 0.99

Figure 4.5: A four-hop route.

Numerical results considering flow aggregation on a single-hop link are shown in Table 4.1.

This includes four types of bandwidth reservation approaches, which are mean-rate, peak-

rate, link-level guarantee (common pooling), and end-to-end guarantee. For a simple illus-

tration, the following calculations consider the required bandwidth of traffic demands carried

on one link only. The demand characteristics such as mean rate, peak rate, and variance

of the demands, are from actual traffic measurement in [29]. The measured mean rate and
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peak rate are 225, and 342 Mbps, respectively, and the traffic standard deviation is 25 Mbps.

Table 4.1: Bandwidth reservation calculations for a single-hop link

Case Reservation Guarantee Bandwidth for Bandwidth for
Type Level 10 demands (Mbps) 200 demands (Mbps)

1 Mean rate mean level 2250.00 45000.00
2 Link-level 0.95 2380.05 45581.60
3 Link-level 0.99 2433.89 45822.37
4 Link-level 0.999 2494.29 46092.48
5 End-to-end 0.95 2661.25 53225.00
6 End-to-end 0.99 2831.50 56630.00
7 End-to-end 0.999 3022.50 60450.00
8 Peak rate peak level 3420.00 68400.00

As seen in Table 4.1, for a small number of demands (e.g., 10 demands), the differences of re-

served link bandwidths among cases are not significant. However, as the number of demands

increase from 10 to 200 sources, the differences are clearly observed. For example, when

compared with the results of the end-to-end and the peak-rate approaches, the bandwidth

saving gains in the link-level approach (case 2 - case 4) increase. Thus, such gain can be used

as a factor to determine whether the common-pooling reservation (or link-level guarantee)

is preferred.

4.4 SUMMARY

This chapter discusses important issues and assumptions in the uncertainty framework. Ba-

sic mathematical programming models are described. The resulting formulation of the pro-

posed model is a nonlinear multicommodity flow problem, which requires heuristic solution

algorithms. The bandwidth savings gain is a crucial factor for such statistical aggregation

approach.
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5.0 SOLUTION ALGORITHMS

To solve the nonlinear problem as discussed in the previous chapter, an approximate linear

model is developed so that an optimization process could be applied efficiently. The following

sections describe the model, solution algorithms, and their performance.

5.1 HEURISTIC METHODS

The heuristic solution approach proposed here consists of two phases. The first phase deter-

mines a good feasible solution or the base-solution obtained by an approximation algorithm

of the proposed nonlinear problem. Then, the algorithms in the second phase use the base-

solution as a starting point to further improve the quality.

5.1.1 Phase I: Linear Approximation Method

The main idea is to approximate the nonlinear objective function and constraints using a

linear method so that the modified problem is then easily solved with typical linear pro-

gramming techniques. We approximate the nonlinear part of the objective function and

constraints with linear terms by the following steps. Consider the uncertainty part in Equa-

tion (4.1), the square root of the sum of variances is the source of difficulty since the similar

terms are used in the objective function (4.2) and the constraints (4.3). By inspecting the

sum of variances inside the square root, we approximate the real value by computing each

variance separately with a scaling factor β, and then sum up all terms as follows.

√
β σ2

1 +
√

β σ2
2 + · · ·+

√
β σ2

K ≈
√

σ2
1 + σ2

2 + · · ·+ σ2
K (5.1)

31



where 0 < β ≤ 1 (β = 1 when K = 1).

The parameter β is used to scale down each variance on the left hand side of (5.1) so that

the summation is close to the square root of the sum of variances on the right hand side.

For example, let σ2
1 = σ2

2 = 8, so
√

σ2
1 + σ2

2 = 4. If we choose β = 0.5, this is a perfect

match. However, if choose β = 0.45, thus
√

β σ2
1 +

√
β σ2

2 = 3.79, introducing an approx-

imation error. Thus, a parameter-tuning process is needed. If we can achieve an accurate

approximation, the optimization problem of Section 4.3.1 will change to a linear version,

which can be viewed as routing each traffic individually, without the need of computing the

common variance term of all the demands carried on a link. Thus, the approximate amount

of bandwidth required for flow k routed on link j equals:

µk + Φ−1(αj)
√

β σ2
k (5.2)

Claim 4.1. Varying β ∈ (0, 1] in (5.2) covers the exact value of the uncertainty factor.

Proof: Varying the parameter β in a range (0, 1] yeilds the upper and lower bounds:

0 < Φ−1(αj)
N∑

k=1

√
β σ2

k ≤ Φ−1(αj)
N∑

k=1

√
σ2

k (5.3)

Since the amount of uncertainty of N demands carried on link j has an exact value of

Φ−1(αj)
√∑N

k=1 σ2
k, this falls in the same range. Thus, the range of the linear-approximation

includes the exact value within it.

With this approximation, the nonlinear objective function (4.2) and the constraints (4.3) are

transformed to (5.4) and (5.5), respectively, as shown in the following optimization problem.

Problem Heuristic LP:

min
fk,p, yj

∑
j∈A

∑

k∈D

∑

p∈Pk

cj

(
µk + Φ−1(αj)

√
β σ2

k

)
δk,p
j fk,p +

∑
j∈A

Fj yj (5.4)
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subject to:

∑

k∈D

∑

p∈Pk

(
µk + Φ−1(αj)

√
β σ2

k

)
δk,p
j fk,p ≤ Wj , ∀j ∈ A (5.5)

∑

p∈Pk

fk,p = 1 , ∀k ∈ D (5.6)

δk,p
j fk,p ≤ yj , ∀j ∈ A, ∀k ∈ D, ∀p ∈ Pk (5.7)

fk,p, yj ∈ {0, 1} (5.8)

This transformed problem is a linear mixed integer programming problem, thus it can be

solve with a linear mixed integer programming optimization solution technique such as the

Branch and Bound method. Thus, the linear approximation method proposed here consists

of two stages. First, for each β, we use a linear approximation to find feasible paths (solved

by a linear optimization solver). Second, we calculate the real value of the uncertainty and

then check the bandwidth constraints as shown in constraints (4.3). If all the constraints are

satisfied, a feasible solution is found. Otherwise, the problem is infeasible, and parameter β

is incremented in the next iteration. The algorithm is described as follows.

Phase I: LinearApprox(β) Algorithm

Begin

β := 0

iteration := 0

step := 0.1

do{
Find feasible paths by solving Problem Heuristic LP

Feasible := TRUE

for (each link j in the feasible path set){
Calculate xj :=

∑K
k=1 µk + Φ−1(αj)

√∑K
k=1 σ2

k

if (xj > Wj) {
Feasible := FALSE

Exit this for-loop
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}
}
if (Feasible == TRUE) {

Calculate TotalCost[iteration]

}
β := β + step

iteration := iteration + 1

} while (β ≤ 1)

LinearApprox(β) solution = minimum cost solution of all iterations

End

Note that the parameter step could be changed, ranging from fine values (e.g., step = 0.05)

to coarse values (e.g., step = 0.1). When K=1, there are only one demand carried on a link,

and then a real β must be unity in order to satisfy Equation (5.1). However, generally, β

is less than unity. For example, if there are three traffic demands with the same variance,

which are carried on the same link, the real value of β, obtained by solving Equation (4.1),

is 0.333. If there are many more demands on this link, the value of β will be much smaller

than unity. Now let’s consider what would happen if the iterative algorithm starts at the

largest value of β, which is unity, and then steps down to zero. The larger the β, the more

bandwidth will be reserved for the uncertainty for all the demands carried on this link (see

constraints (4.3)). Therefore, if the bandwidth of the considered link is scarce, starting the

algorithm at large β’s would force some demand to be routed on another link in order to

make the link bandwidth constraint feasible. As a result, although the obtained solution is

feasible, the cost would be higher when compared with the feasible solutions obtained from

small β’s. Thus, starting the algorithm from small β’s, and then increasing to large values

would be the better way to find feasible solutions.

Generally, the quality of solutions obtained with the fine step values is not different than

those obtained with the coarse step values unless the network resources are scarce, e.g.,

having a very small link bandwidth bound (Wj). Therefore, we could save computational
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time in this phase by using coarse step values. Numerical results in this chapter are obtained

with the step value of 0.1.

5.1.2 Phase II Heuristic Algorithms

An initial solution obtained from the LinearApprox(β) algorithm may be further improved

by additional steps in a second phase, which should be fast and simple to implement following

the first phase. We first consider the pattern of a solution, called the solution string, is of

the form:

p1 p2 p3 p4 p5 p6 p7 p8 p9 . . .

where pk is the selected path from a given path set of demand k.

The first step in Phase II uses a simple operation, by changing a path of each demand one

at a time to see improvement, while keeping the selected paths of other demands obtained

from Phase I unchanged. This is a routing based heuristic similar to the one proposed in [30].

Phase II: Step1 Algorithm

Begin

BestCost := cost of the LinearApprox(β) solution

BestPath := path solution of the LinearApprox(β)

for (each demand k in D){
r := path selected in LinearApprox(β) solution

for (each q in Pk − {r}){
Calculate TotalCost with path q of demand k and paths selected

of the other demands in D − {k}
if (TotalCost < BestCost) {

BestCost := TotalCost

new path of demand k := q, update BestPath

}
}

}

35



End

The computational time for this step is negligible due to its simplicity. Then, the best so-

lution obtained so far will be an input into the next algorithm, which is named the Step2

Algorithm. To understand the concept, first we need to consider the solution space of Prob-

lem (5.4). From the mathematical formulation, there are three main parameters that affect

the solution space: network arc or link j ∈ A, traffic demands k ∈ D, and path p ∈ Pk. The

set of network links (A) generally varies with the network size, which cannot be controlled.

Another factor that cannot be controlled is the number of traffic demands (in set D). So

the combination of large network size and large number of demands could lead to a large

solution space, requiring long computational time as expected. However, we can control one

parameter, which is the size of the path set for each demand. Many studies have appeared

in the literature showing that instead of using the whole precalculated path set, considering

paths from a smaller subset is more efficient with little sacrifice in optimality [28]. This is

because the paths from the top of the list (i.e., shorter paths) usually have a higher chance

to be selected than those from the bottom of the list. Therefore, we set a limit on the path

set in the algorithm. As a result, the solution space could be further reduced. The algorithm

is described as follows:

Phase II: Step2 Algorithm

Begin

BestCost := BestCost from Step 1

BestPath := path solution from Step 1

TempPath := BestPath

for (each solution i : i ≤ MaxNumber){
Feasible := FALSE

do {
for (each demand k in D){

if (Uniform(0, 1) ≤ Pmutation)

TempPath[k] := Integer random number from RandomSet[k]
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}
if (TempPath satisfies problem constraints) {

Feasible := TRUE

Calculate TotalCost

if (TotalCost < BestCost) {
BestCost := TotalCost

BestPath := TempPath

}
}

} while (Feasible := FALSE)

}
End

The Phase II Algorithm allows each path in the solution to be changed probabilistically

similar to the mutation process in a Genetic Algorithm. For each demand, if a random num-

ber generated is within some specified probability (Pmutation), a new path will be selected

randomly from a given path set. Otherwise, that path is not changed from the initial solu-

tion. The reason why the minimum cost path is not always selected is that selecting only

the minimum cost path for every demand does not always make the whole problem feasible,

especially in a highly constrained problem.

Each iteration is complete when a feasible solution is found. Therefore, it could require

longer time to obtain a feasible solution for some difficult problem (e.g., scarce network

resources with high level of demand) when compared with easier problems. The algorithm

continues searching for the best solution until the maximum number of trials (MaxNumber)

is reached. Parameter Pmutation is set based on trial-and-error. If Pmutation is set too high,

the solution string would be completely random and cannot take benefit of having an initial

solution from the previous steps. In contrast, if it is set too low, a solution would rarely im-

proved. In our studies, we set Pmutation = 0.4. Parameter MaxNumber could be set flexibly

based on the tradeoff between computation time and quality of solution. This value is set to
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Figure 5.1: Net23 (23 nodes, 33 links)

20,000 in our experiments. As mentioned earlier, parameter RandomSet is designed to re-

duce the size of solution space by considering path(s) from a smaller subset, instead of using

the whole precalculated path set. An example of choosing this parameter is explained below.

Example 1: Consider a 23-node network in Figure 5.1. The following candidate path set

is used for routing traffic from node 3 to node 8. This path set consists of the first eight

shortest paths.

Path 0 (5 hops): 3 17 15 22 21 8

Path 1 (5 hops): 3 18 15 22 21 8

Path 2 (5 hops): 3 18 23 1 13 8

Path 3 (6 hops): 3 17 15 22 1 13 8

Path 4 (6 hops): 3 18 15 22 1 13 8

Path 5 (6 hops): 3 18 23 1 22 21 8

Path 6 (6 hops): 3 18 23 2 1 13 8

Path 7 (7 hops): 3 16 10 17 15 22 21 8
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In this example, parameter RandomSet could be set based on the number of hops of the

selected path in the initial solution. Two rules can be applied:

1. Strict Rule: use all paths with the same or less number of hops. For example, if the

initial path solution for demand 3-8 is Path 0, Path 0 - 2 will be included in RandomSet.

If Path 3 is an initial path, RandomSet will consist of Path 0 - 6.

2. One-more-level Rule: also consider the path(s) with more hops. For example, if Path

0 is the initial path, the next hop-level paths (i.e., Path 3 - 6) will also be considered; thus,

Path 0 - 6 will be included in RandomSet. If Path 3 is an initial solution, RandomSet is

the same as the given candidate path set, and Path 0 - 7 will be included.

There are reasons to considered these rules. This is because the objective is to minimize

the total cost, and in general selecting the paths on the top of the path set (shorter paths)

is more likely to cost less than selecting the paths on the bottom of the set (longer paths).

Therefore, the Strict Rule reduces the solution space by not including the paths with more

number of hops, which have lower probability to improve the solution. However, depending

on network constraints, some demand may need to be routed through a longer path, thus

the One-more-level Rule will include this possibility to increase a chance of obtaining an op-

timal solution. If the link bandwidth is large, then each traffic demand will be routed with

its minimum cost path since the resource is always sufficient. In this case, the Strict Rule

would be very practical. However, in general, especially in a highly-constrained problem,

some traffic demand could not be routed on its minimum cost path, the One-more-level Rule

would be practical to reduce the size of path set in this case.

Example 2: Consider Net23 in Figure 5.1 with a demand matrix and network information,

Net23-04, in Appendix A. The heuristic algorithms obtain the following results.

In Phase 1, the LinearApprox(β) algorithm starts with β = 0, and causes constraint vio-

lations on link 3-18 and 18-23. Then β is increased to 0.1 in the next iteration, and the

problem is feasible. Next, increasing β does not improve the solution. Thus, the output or

the initial solution string is

0 0 0 1 0 2 1 0 0 0 0 1 0 0 0 0 , cost = 4535.28
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In Phase 2, the Step 1 simply reroutes one demand at a time. The best solution is

0 0 0 1 0 2 1 0 0 0 0 1 1 0 0 0 , cost = 4532.20

The Step 2 algorithm further improves the solution, resulting in the final output:

0 0 0 1 0 1 1 0 0 1 1 1 1 0 0 0 , cost = 4516.64

Table 5.1 shows more examples on solution improvement. All the experiments use the same

input demand matrix, but are performed on Net23 with different network characteristics.

Note that sometimes the initial solution of the first phase could be improved as in Experi-

ment 23-0, 23-02, and 23-03, but not in Experiment 23-01.

Table 5.1: Examples on solution improvement

Experiment Phase 1 Phase 2, Step 1 Phase 2, Step 2
23-0 4395.61 no improvement 4395.14
23-01 4207.45 no improvement no improvement
23-02 4394.14 4393.70 4380.91
23-03 4535.28 4532.20 4516.64

5.1.3 Heuristic solution algorithm with dynamic β

Next, we investigate another similar solution algorithm, which is obtained by modifying the

linear approximation method. In the previous approach, the same value of β is assigned to

all network links. If any bandwidth constraint violation is found, β will be incremented for

all links, and then the problem will be resolved. In this modified algorithm, parameter β,

which is denoted by βj for link j, can take different values depending on violations of link

bandwidth constraints. βj is incremented whenever the calculation for an actual bandwidth

constraint for link j is violated. The algorithm will terminate whenever the feasible solution

is found or some βj reaches the unity. In the algorithm shown below, there is an optional

step called Decreaseβ to be used in case that decreasing a βj of some link is needed. The

criteria for choosing which βj to be decreased can be based on randomly selection or the

link utilization level. For the link utilization criterion, βj is decremented when link j that βj
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has been incremented in the previous iteration has low link utilization level. In other words,

it is possible that large βj’s could be no longer necessary when smaller βj can also make

the problem solution feasible, and reducing βj values may improve the solution quality. The

algorithm is described as follows.

Linear Approximation with dynamic β

Begin

iteration := 0

βj := 0

step := 0.1

do{
Find feasible paths by solving Problem Heuristic LP with βj

Feasible := TRUE

for (each link j in the feasible path set){
Calculate xj :=

∑K
k=1 µk + Φ−1(αj)

√∑K
k=1 σ2

k

if (xj > Wj) {
Feasible := FALSE

βj := βj + step

Exit this for-loop

}
}
if (Feasible == TRUE) {

Calculate TotalCost[iteration]

Decreaseβ (optional step)

}
iteration := iteration + 1

} while (Feasible == FALSE or All βj’s ≤ 1)

Solution = minimum cost solution of all iterations

End
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Example 3: Consider a Net23 network with Net23-13 demand matrix and network infor-

mation described in Appendix A. The algorithm searches for solutions as follows:

Iteration 0: Start with β = 0 with the step of 0.1, and then solve the Heuristic LP prob-

lem. The bandwidth constraints on five links, which are (1,23), (2,20), (3,18), (14,20), and

(18,23), are infeasible. Then parameter βj of these links are incremented to 0.1 for the next

iteration, whereas the rest of βj’s are unchanged.

Iteration 1: The results contains two bandwidth constraint violations on link (1,23) and link

(4,19). Link (1,23), whose constraint is infeasible in Iteration 0, need to increase β1−23 to

0.2. β4−19 is increased to 0.1.

Iteration 2: The number of constraint violations is now decreased to one. Link (15,18) is

infeasible, so β15−18 is increased to 0.1.

Iteration 3: Now the infeasible link is link (3,18), which is the link whose constraint is vio-

lated before. Thus, β3−18 is increased to 0.2.

Iteration 4: Link (3,18) is still infeasible, and β3−18 is increased to 0.3.

Iteration 5: Link (3,18) is still infeasible, and β3−18 is increased to 0.4.

Iteration 6: The problem is now feasible. The algorithm terminates, resulting in the cost of

5136.36.

Compared this result with the one obtained by the previous heuristic. The previous algo-

rithm requires two iterations of solving the problem (with a final β equal to 0.2), and then

obtains the same solution. In general, the second heuristic may take more number of itera-

tions to obtain a solution since it gradually increases only βj of the links whose constraints

are infeasible. Therefore, it is possible that trying to satisfy some constraints at a time results

in violating another constraints in the next iteration due to fluctuation in traffic routing.

Furthermore, the results with the β-decreasing option produce no noticeable improvement

in our studies due to route change (routing fluctuation) similar to the above situation. For

instance, decreasing βj in one place can make the traffic demands change routes, thus forcing

βj to be increased in another places. Hence, this approach will be consider as optional to be

investigated in future work.
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The next step is to determine performance of the heuristic. Due to the pattern of a solution,

it is appropriate to compare our heuristic with a Genetic Algorithm (GA). The GA is suited

to this specific problem since the algorithm could be simply implemented to search for a

solution with precalculated path sets. The solution string can be viewed as a chromosome

in the GA literature. The GA used in the comparisons is described in the next section.

5.2 GENETIC ALGORITHM

A Genetic Algorithms (GA) is a stochastic search technique inspired by evolutionary princi-

ples or the Darwinian concept of “Survival of the Fittest”. In nature, the fittest individuals

are more likely to survive well, and then their good genetic features will be passed from par-

ents to offspring, to the next generation and so on. Such parents are more likely to be selected

from a pool (called population) for breeding. The selection of highly fit individuals deals

with an evaluation of the fitness of each individual in the population with the assumption

that such fitness values are associated with good performance. It is possible that some good

genetic features from each of the parents could be combined to create children with better

performance through a crossover or recombination process. In addition, some individuals’

genes could be slightly changed through a mutation process. As a result, after a number of

generations, better solutions can be obtained, and the best individual ever obtained during

the run is the solution to the problem. The advantages of a GA are that it tends to achieve

good solutions in many types of problems. Furthermore, it can be robust to getting stuck

at local optimal solutions. The disadvantage is that a GA may be computational expensive

(i.e., take a long time to obtain satisfactory solutions). In addition, due to the nature of its

stochastic search, the optimum solution is not guaranteed.

To implement the GA, first, an individual or a chromosome is used to represent a solution to

the problem in the form of a string of symbols or numbers. This fits our pattern of solution

(i.e., a string of paths, where each element in the string is a path selected by each traffic

demand). For example, the chromosome is coded in the form of a vector composted of N
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elements: x = p1 p2 p3 . . . pN . In our optimization problem, the goal is to select a path

for each of the N demands to minimize the cost of the whole network subject to the given

constraints. The basic GA processes are described as follows.

• Initialization process

Since the GA operates on a set of multiple solutions, it starts with an initial set of chromo-

somes. In general, this first population is randomly generated. The total number of chromo-

somes generated in a pool is called the population size, and this size is a problem-dependent

parameter that can be tuned. Once the initial population is created, the GA searches for

better solutions as the number of generations increases with the selection, crossover, and

mutation processes.

• Selection process

From one generation to another generation, the selection process is used to select the parents

in order to produce new offspring. First, the quality of each chromosome is determined by

the fitness function. There are many criteria in defining the fitness function, but usually it

is based on the objective function of an optimization problem. In each generation, the chro-

mosomes with the best fitness values will have a higher chance to be selected as the parents

in the crossover operation, or to survive in the next generation. The purpose for selecting

the best individuals is to continually improve the fitness of the best solutions. Depending

on a specified policy, the fittest chromosomes in a population may be selected to the next

round directly; this is called an elitest strategy. In addition, even the unfit individuals may

also be probabilistically selected in order to maintain diversity. Figure 5.2 (a) illustrates an

example of the selection process. Based on some specified fitness function and a policy, the

first three chromosomes are probabilistically selected. The second one is selected two times,

while the last one is not chosen.

• Crossover operation

In the crossover process, a pair of chromosomes is selected from the population, and only

parts of these chromosomes will be exchanged. Such randomness occurs according to a
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(c) Mutation

Figure 5.2: GA Operations

45



specified crossover rate. There are many types of crossover operators, such as, one-point,

two-point, or uniform crossover. For example, in one-point crossover, two crossover points on

a pair of chromosomes are randomly chosen, and then the portions of their chromosomes are

exchanged. Similarly, two-point crossover requires two crossover points, and the chromosome

portions between these two points are exchanged. In uniform crossover, which is used in our

experiments, the crossover elements on both the chromosomes are uniformly chosen, and

then those elements are exchanged. Each parent is equally likely to be chosen. An example

of the uniform crossover operation is shown in Figure 5.2 (b).

• Mutation operation

In an individual chromosome, mutation can occur on random positions (see Figure 5.2 (b)).

The frequency of mutation occurrence depends on a defined parameter called the mutation

rate, which is typically much smaller than the crossover rate. For example, the mutation

rate in our experiments is 0.06, while the crossover rate is 0.6. However, such a small per-

turbation in a chromosome could increase the chance of finding good solutions in addition

to the crossover routine.

The GA processes mentioned above will be performed in every generation. At the end of

each generation, some fit parents and the new offspring will be probabilistically selected for

the next generation, thus replacing the old chromosomes. This process continues, and the

solutions in each generation will ”evolve” to the better solutions until a termination criterion

is satisfied, which is usually based on the number of generations, computational time, quality

of solution, etc. Special GA functions such as an evaluation function and a penalty function

used in the experiments are described as follows.

Evaluation function

The evaluation function used in the experiments is the rank-based evaluation function defined

in [24]. In this approach, chromosomes are selected based on their fitness values. First, at

the beginning of a generation, all chromosomes in the population are ranked in order from

the highest to the lowest fitness value: V1, V2, V3, . . . , VPopSize. Then, each chromosome will
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be given a cumulative probability qi determined by using the following function:

q0 = 0

qi =
i∑

j=1

Eval(Vj), i = 1, 2, . . . , PopSize (5.9)

where Eval(.) is a rank-based evaluation function defined as follows,

Eval(Vi) = a(1− a)i−1, 1, 2, . . . , PopSize (5.10)

The parameter a ∈ (0, 1) is given, and needs to be tuned according to the population size.

For example, if a = 0.05 and PopSize = 60, the cumulative probability qi’s assigned to the

chromosome Vi’s are:

q0 = 0, q1 = 0.0500, q2 = 0.0975, q3 = 0.1426, q4 = 0.1855, q5 = 0.2262, . . . , q60 = 0.9539

Then the PopSize chromosomes will be selected using roulette wheel selection. In each round,

a random number r ∈ (0, qPopSize] will be uniformly generated. If qi−1 < r ≤ qi, chromosome

Vi will be selected. The resulting selected chromosomes will then be used in the crossover

and the mutation operation, respectively.

Penalty function

It is possible that the chromosomes obtained from the random generation (as in the initial

population), or from the genetic operations would be infeasible. However, those infeasible

solutions could be useful in a search since they might be closer to the global optimum. With

the use of a penalty function, the search can be forced to stay inside or close to the feasible

region. In the experiments, we use the adaptive penalty method proposed by Smith and

Coit [31]. The penalty objective function Fp(x) for the problem with m constraints is of the

form:

fp(x) = f(x) + (Ffeas(t)− Fall(t))
m∑

i=1

(
di

NFTi

)κ

(5.11)

where the notation is as follows:

• f(x) denotes the unpenalized objective function.

• Ffeasdenotes the unpenalized value of the best feasible solution yet found.
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• Fall denotes the unpenalized value of the best solution yet found.

• di denotes the distance to a feasible solution. This value is the number of constraints

violated in our study.

• Parameter κ is a user defined exponent. Normally, the value of 1 or 2 is used.

• NFTi denotes the ”Near-Feasibility Threshold.”

As introduced in [31], this is the threshold that the penalty function forces the GA to search

for solutions near or within a feasible region. The NFT can be used either in a fixed or

dynamic way, with the following general form:

NFT =
NFTo

1 + Λ
(5.12)

where NFTo is an initial NFT (e.g., NFTo = 1). If Λ = 0, the NFT is static. Otherwise,

Λ can be used as a dynamic feedback. For example, Λ could be defined as a function of the

generation number (e.g., the generation number multiplied by a positive constant). There-

fore, as the number of generations increases, the NFT will decrease, resulting in an increase

in the penalty.

In our study, violation of bandwidth constraints (i.e., Inequality (4.3) in Chapter 4) is com-

mon with the chromosomes that are randomly generated, or are created by the genetic

operations. Thus, to follow the penalty function (5.11), the distance di will denote the num-

ber of bandwidth constraint violations. Thus, the form of the penalty objective function

Fp(x) is:

fp(x) = f(x) + (Ffeas(t)− Fall(t))

(
di

NFTi

)κ

(5.13)

where κ = 2 is used. The NFT function uses Λ = λt, where t is the generation number, and

λ ∈ [0, 1) (e.g., λ = 0.1 is often used).

In the next section, the GA with the special approaches described previously will be used in

comparison with the heuristic algorithms.
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5.3 NUMERICAL RESULTS

In this section, performance of the heuristic algorithms and how the solutions are affected by

parameters are investigated. Based on the mathematical formulation, the factors that could

affect the cost and solution time are: 1) the levels of guarantee (α), 2) the link bandwidth

bound (Wj), 3) the traffic demand, and 4) the network topology and size. First, due to the

lack of real cases for uncertain demand patterns that would be carried in future networks, the

parameters of each random demand (i.e, the pair of mean and variance (µ, σ2)) are generated

with characteristics based on the work in [21]. In our experiments, first the variance is uni-

formly created within the range [50, 100]. Then, the maximum value of the mean (µmax) can

be set (which is specific to a network). The mean value of each demand is uniformly selected

from [µmin, µmax]. These parameter values are also set based on the network limitation (e.g.,

link bandwidth). Examples of sets of traffic demands and networks are listed in Appendix A.

Basic experiments for studying the effects of the first three factors using Net23 (Figure 5.1)

are shown in Table 5.2. Each experiment set consists of four experiments for different α

values based on the notation in Table 5.3. For example, a generic set name is Net-k set

(e.g., the 23-8 set), where Net is the name of a network and k is the experiment number.

This scheme will also be used to study different networks for the effects of topology and size.

For the random case, the α values in the Net-k set in Table 5.3 are uniformly generated using

the Uniform(0,1) distribution from three levels of link-level guarantees, which are 95%, 99%,

and 99.9%. For example, one forth of the network links are assigned with 95%-guaranteed,

and the rest are equally assigned with 99%-guaranteed and 99.9%-guaranteed. For the fixed-

α cases (i.e., Net-k1 - Net-k3), all the links in the network are assigned with the same α as

shown in Table 5.3.

To see the effects of the same set of demands on a different topology, Net23v2 (Figure 5.3)

is used in the study. This topology is created with the same number of nodes and links as

Net23. All the same sets of traffic demands for Net23 are reused in the experiments with
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Table 5.2: Basic experiment sets on a 23-node network (Net23)

Experiment Set Bandwidth Bound Number Network/Demand
(capacity unit) of Demands Variations

23-1 200 16 -
23-3 200 16 similar to 23-1 with smaller mean of demands
23-4 400 16 similar to 23-1 with more link bandwidth
23-5 350 16 -
23-6 400 16 similar to 23-5 with more link bandwidth
23-2 200 16 -
23-7 400 16 similar to 23-2 with more link bandwidth
23-8 400 30 similar to 23-7 with more number of demands
23-9 400 30 similar to 23-8 with a different set of demands

23-100 400 45 similar to 23-7 with more number of demands
23-300 500 45 similar to 23-100 with more link bandwidth
23-500 1000 100 -
23-700 1000 200 similar to 23-500 with more number of demands

Table 5.3: Example of the α values in the Net-k set

Experiment α

Net-k random
Net-k1 0.95
Net-k2 0.99
Net-k3 0.999

Net23v2.

To solve the problem with the heuristic approach, the first phase is implemented with AMPL

and solved with the CPLEX 9.1 solver with a Brand-and-Bound option. The second phase

program is written in C and compiled with the g++ compiler. Both phases are performed

on a Sun V240 workstation with 2x1.2GHz UltraSPARC-IIIi CPU’s and 2GB of RAM. The

results are compared with those of GAs implemented with Microsoft Visual C++ on a PC

2.6GHz Pentium4 CPU and 768 MB of RAM. The GA parameters are obtained by trial-

and-error tuning. We consider the population size, the number of generations, and a number
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Figure 5.3: Net23v2 (23 nodes, 33 links)

of repetitions that is large enough to generate high-quality solutions within a reasonable

amount of computational time. The crossover and mutation rates are fixed at 0.6 and 0.06,

respectively. The GA simulation will terminate if there is no improvement after a specified

consecutive number of generations (e.g., after 100 generations). The GA program used in

comparison is implemented with the population size of 100, and 10 repetitions for each data

point. The search will stop if it cannot obtain a better solution after 100 generations since

the best solution has been found.

The results are as follows. First we consider the levels of guarantee (α) with different α’s

based on Table 5.3. As illustrated in Table 5.4, the computational times of the heuristic algo-

rithm are smaller than those of GAs for the same level of solution quality. For the heuristic,

although some randomness may occur, computational times tend to be larger for higher

levels of guarantee (compare Experiment Net-k1 (α = 0.95) with Net-k4 (α=0.999)). The

reason is that when α increases, the network need to reserve more bandwidth to guarantee

uncertain traffic, thus making the routing problem more difficult to solve due to a higher

chance of infeasible solutions.

Note that the heuristic solution times in Table 5.4 are dominated by the times spent in the
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Table 5.4: Effect of varying α

Exp. Heuristic and GA Heuristic GA
Cost Time (sec) Time (sec)

23-1 4770.00 8.67 45.62
23-11 4516.64 6.30 49.67
23-12 4773.06 8.97 43.77
23-13 5136.36 19.40 48.04
23-2 4528.72 6.59 25.02
23-21 4243.57 5.50 27.56
23-22 4497.47 7.17 29.67
23-23 4801.84 13.89 26.06
23-3 4187.64 5.57 25.43
23-31 3933.08 4.82 26.47
23-32 4185.57 6.12 27.69
23-33 4485.28 6.93 25.98
23-5 4998.01 5.09 25.34
23-51 4655.16 4.83 25.81
23-52 4907.04 5.01 26.42
23-53 5191.93 5.22 26.23

Phase II-Step2 algorithm. For example, in Experiment 23-11, the total time of 6.30 seconds

is composed of 1.50 seconds in Phase I and 4.80 seconds in Phase II-Step2. However, the pat-

tern is different for the experiments in Table 5.5, where the bandwidth bounds are increased;

this makes the routing problem easier to solve. Next, consider the set 23-4, 23-6, and 23-7,

which are the larger-bandwidth versions of the set 23-1, 23-5, and 23-2, respectively. Due to

larger bandwidths, changing α’s no longer affects the solution times, and the computational

times in Phase II do not significantly dominate those in Phase I. For example, in Experiment

23-41 (the larger-bandwidth version of Experiment 23-11), the total computational time is

4.29 seconds. This is composed of 1.45 seconds in Phase I and 2.84 seconds in Phase II-Step2.

The results are similar for the rest of the experiments in Table 5.5. The solutions obtained

by both the heuristic and GA are the same.

The next parameter that can affect algorithm performance is the traffic demand. Basically,
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Table 5.5: When bandwidth bounds (Wj’s) are increased.

Exp. Heuristic and GA Heuristic GA
Cost Time (sec) Time (sec)

23-4 4732.59 4.21 26.04
23-41 4491.71 4.29 30.92
23-42 4744.20 4.20 28.89
23-43 5025.04 4.23 27.06
23-6 4959.60 4.50 25.42
23-61 4555.55 4.46 26.80
23-62 4793.65 4.60 29.85
23-63 5157.45 4.60 28.46
23-7 4468.97 4.50 27.55
23-71 4188.99 4.31 28.20
23-72 4436.09 4.21 26.33
23-73 4713.30 4.20 30.04

there are two factors related to traffic demand: the demand volume and the number of de-

mand pairs. First, the demand volume can have a similar effect as in previous experiments.

Increasing demand volume is similar to increasing α. For example, in Table 5.4 the demands

in Set 23-3 are generated with a smaller mean than those in Set 23-1, but used in the same

network. This results in smaller computational times on average for the heuristic, and such

a pattern is more obvious in the experiments with the same set of demands with Net23v2,

as shown in Table 5.6. These results are similar to those of Net23, and the effect is more

obvious. For example, the computational times in Experiment set 23v2-4 (whose bandwidth

bound is twice as 23v2-1’s) significantly decrease.

Besides the demand volume, the number of demands, which is the cardinality of set D or

the length of the solution string, can directly affect computational time. Results are shown

in Table 5.7. Note that in the experiment 23-100 - 23-700, the GA parameter settings no

longer leads to high-quality solutions. Thus, the additional parameter tuning experiments

are needed, and the GA* parameter setting is used. This increases computational level by

using the population size of 200, requiring 200 generations before terminating a search if
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Table 5.6: Results on Net23v2

Exp. Heuristic and GA Heuristic GA
Cost Time (sec) Time (sec)

23v2-1 5231.86 31.18 20.04
23v2-11 4884.58 38.65 14.09
23v2-12 5247.56 30.19 18.89
23v2-13 5566.86 31.50 22.06
23v2-3 4332.68 11.10 31.42
23v2-31 3912.34 7.60 31.42
23v2-32 4156.09 9.09 28.04
23v2-33 4705.19 14.14 33.86
23v2-4 4709.87 4.23 36.42
23v2-41 4450.36 4.38 34.75
23v2-42 4689.31 4.24 40.52
23v2-43 4957.38 4.24 38.54

there is no improvement. This would lead to higher chance to obtain better solutions than

the previous GA setting.

As expected, when compared with the previous experiments, it takes longer to solve the

experiment set 23-8x, 23-9x, and 23-100 when the number of demands increases. This hap-

pens due to 1) the solution space is larger and 2) the total load of the traffic in a network is

higher when the total bandwidth is unchanged. In Experiment 23-300, which is the larger-

bandwidth version of 23-100, the solution time decreases as expected.

Next, we consider the cases that are affected by the number of demands only, without the

effect of the bandwidth bound. Experiment 23-500 (100 demands) and 23-700 (200 demands)

are designed such that the network has very large bandwidth bound, and traffic demands are

randomly generated with a small value of mean. The results show that the computational

times are the largest due to the longest solution strings. Furthermore, the heuristic solution

time in Phase I dominates the time in Phase II. For example, in Experiment 23-700, it takes

50.87 seconds in Phase I, but only 8.95 seconds in Phase II. Similar results are shown in Ta-
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Table 5.7: Net23: When the number of demands increases.

Exp. Hueristic GA GA* Heuristic GA GA*
Cost Cost Cost Time Time Time

23-8 6614.48 same - 6.09 32.56 -
23-81 6252.18 same - 6.15 37.61 -
23-82 6581.42 same - 6.09 40.02 -
23-83 6949.15 6946.39 - 6.25 38.86 -
23-9 7479.58 same - 7.37 39.02 -
23-91 7115.10 same - 6.79 42.75 -
23-92 7460.11 same - 7.47 36.34 -
23-93 7995.49 7985.30 - 8.36 42.75 -
23-100 9950.48 10077.55 9999.87 40.74 47.55 129.19
23-300 9956.10 10060.76 9967.15 8.97 40.66 141.70
23-500 10699.06 11581.59 11268.38 21.00 89.81 319.75
23-700 19501.09 23616.72 22687.17 59.82 287.42 1034.06

Table 5.8: Net23v2: When the number of demands increases.

Exp. Hueristic GA GA* Heuristic GA GA*
Cost Cost Cost Time Time Time

23v2-8 8342.29 same - 16.95 34.89 -
23v2-81 7913.95 7925.38 - 16.74 47.86 -
23v2-83 8301.78 8286.31 - 24.07 27.11 -
23v2-84 8941.94 same - 30.05 33.09 -
23v2-9 7790.31 same - 9.65 36.17 -
23v2-94 7380.06 same - 7.56 36.39 -
23v2-93 7746.41 same - 8.77 26.41 -
23v2-94 8179.78 same - 11.80 26.25 -
23v2-100 10838.07 11262.20 11040.68 40.42 37.23 120.97
23v2-300 10499.73 10613.64 10499.73 13.68 45.11 141.69
23v2-500 10042.04 11118.44 10750.96 20.43 122.11 355.69
23v2-700 19169.79 23340.70 22337.56 60.24 272.92 938.56

ble 5.8. When the number of demands increases (e.g., Experiment 23v2-500 and 23v2-700),

a longer solution time due to a larger solution space is clearly observed.
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Figure 5.4: Net50 (50 nodes, 82 links)

Finally, the heuristic is tested with a larger network, i.e., a 50-node network Net50 as illus-

trated in Figure 5.4, and the results are listed in Table 5.9. Additional experiments with

GA* are conducted for the last four experiments. As expected, as the network size increases,

the solution time also increases due to larger solution space. When the effects of network

size and the number of demands are combined (e.g., Experiment 50-100 and 50-200), long

computational times are expected. At this point, the GAs are no longer sufficient to obtain

the same quality of solutions.

The results for some experiments such as 50-12, 50-73, and 50-9 (with GA*) suggest that the

heuristic solution algorithm could be further improved. Although the computational times of

the heuristic are small compared with those of GAs for the same level of solution quality, the

nonlinear approximation may or may not obtain the optimum solution. In addition, the GA

approach could be used to improve the solutions, but it is computational expensive. Thus,

if the optimum is desired, additional steps are required at the expense of computation time.
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One alternative would be the hybrid between this heuristic and the GA. This means that

the GA could be used to explore the solution space with an initial input from the heuristic.

Furthermore, a possible future work should consider developing a method for finding the

likelihood of path selection (e.g., the One-more-level rule in the heuristic) to further reduce

the solution space.

Table 5.9: Results on Net50

Exp. Number of Bandwidth Heuristic GA GA* Heuristic GA GA*
demands bound Cost Cost Cost Time Time Time

50-1 25 300 6767.31 6779.17 - 22.54 91.70 -
50-11 25 300 6453.27 same - 20.96 85.38 -
50-12 25 300 6823.90 6808.48 - 21.21 78.72 -
50-13 25 300 7287.01 same - 24.72 80.86 -
50-7 30 300 9297.43 same - 24.19 108.31 -
50-71 30 300 8849.35 8871.68 - 15.20 111.44 -
50-72 30 300 9430.03 same - 23.18 113.06 -
50-73 30 300 10011.91 10000.54 - 27.65 121.51 -
50-8 30 300 8991.40 same - 23.58 94.63 -
50-81 30 300 8605.82 same - 14.47 135.06 -
50-82 30 300 9082.13 same - 24.85 135.69 -
50-83 30 300 9595.56 same - 14.47 115.06 -
50-9 45 300 8877.89 8974.15 8857.21 23.58 94.63 448.56
50-91 45 300 8384.66 8530.18 8379.43 22.94 218.13 417.84
50-92 45 300 8865.72 9057.64 8854.85 24.85 185.69 411.57
50-93 45 300 9403.83 9505.73 9386.65 25.49 199.66 408.21
50-100 100 1000 10981.13 12487.50 11861.11 48.74 457.56 1496.30
50-200 200 1000 24419.34 28266.59 27462.87 143.80 909.20 3387.55

After the nonlinear link-level guarantee problem can be solved with the heuristic solution

algorithm, the cost benefit between the link-level approach and the end-to-end guarantee

approach (described by Mathematical Formulation II problem in Section 4.3.2) can be com-

pared. As mentioned in Chapter 4, these two cases are fundamentally different and based on

their usages. The end-to-end guarantee approach considers bandwidth allocation for a traffic

demand individually, while the link-level approach considers a statistically shared bandwidth

allocation for all the demands carried on the same link. Since the benefit of using common
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bandwidth pooling in the link-level approach becomes clear when there are many number

of traffic demands in the network, the comparisons are shown in Table 5.10 as the number

of demands is increased from 25 to 200, considering three levels of guarantee in a 50-node

network. The calculations are based on the equivalent approximation in Section 4.3.3, which

consider the average hop counts in the solutions (ranging from 3.86 to 3.96 hops).

Table 5.10: Comparison of Link-level and End-to-end guarantee designs on Net50

Number of Link-level Cost Equivalent End-to-end Cost Cost
demands Experiment Experiment Difference

25 50-11(α=0.95) 6453.27 End-to-end level=0.818 6390.81 -62.46
25 50-12(α=0.99) 6823.90 End-to-end level=0.961 7176.22 352.32
25 50-13(α=0.999) 7287.01 End-to-end level=0.996 8094.77 807.76
200 50-201(α=0.95) 23166.96 End-to-end level=0.820 25651.5 2484.54
200 50-202(α=0.99) 24327.69 End-to-end level=0.962 30600.41 6272.72
200 50-203(α=0.999) 25629.88 End-to-end level=0.996 35688.64 10058.76

5.4 SUMMARY

This chapter proposes a heuristic solution to the nonlinear demand uncertainty problem.

The solution approach consists of two phases. In the first phase, the nonlinear problem is

approximately transformed to a simpler linear model and then solved. The second phase

then uses the initial solution from the first phase to further improve the solution. Due to the

nature of this nonlinear NP-Complete problem and the need for fast solution algorithms, it

is crucial to consider the solution space (which is influenced by a combination of set A, D,

and Pk), system parameters, and the tradeoffs between computational time and quality of

solutions. Numerical results show that this set of heuristic algorithms perform well compared

with Genetic Algorithms in terms of quality of solutions within reasonable amount of time.
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6.0 A CHANCE-CONSTRAINED PROGRAMMING BASED SCHEME

WITH TRAFFIC CHANGE CONSIDERATIONS

This chapter discusses how the Chance-Constrained Programming based scheme can be

practically implemented when traffic change is considered. The main issue concerns how

traffic change or perturbation could have an impact on the design of the CCP-based scheme.

Requirements and guidelines for a corrective process and network reconfiguration process

which could be applied to a two-layer network model are described.

6.1 TRAFFIC CHANGE CONSIDERATIONS

The Chance-Constrained Programming (CCP) based scheme discussed so far assumes that

traffic variation could occur within the specified variances or within the uncertainty bounds.

However, it is possible that there will be a future event that traffic varies beyond a statistical

estimation, with a long fluctuation period. If this situation occurs, the initial CCP solution

will no longer be suitable, and must be updated to handle such a change. The updating

process, which will be discussed in the next sections, depends on the assumptions on the

unknown future traffic and knowledge on traffic information as follows.

• Future traffic

Generally, traffic in the uncertainty model can be classified into two types. In the first type,

traffic characteristic rarely changes or traffic volume fluctuates within an estimated bound.

This traffic type is assumed to be the majority, and will be referred to as the “main” or

“stable” traffic. Clearly, the main type could be handled with the CCP based optimization.
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However, the uncertainty model also has flexibility to include the other type of traffic that

can arrive after the initial optimization process. This type will be referred to as the “sec-

ondary” or “dynamic” type. Thus, there is a need for an additional step or an adaptive

process to take into account of such change.

• Knowledge on traffic characteristic

In addition to the future traffic consideration, the other factor that influences the implemen-

tation choice is the knowledge on traffic characteristic. In fact, it is possible that sometimes

we do not have complete knowledge on some traffic at an optimization time. Therefore, in

the initial step of the CCP process, some “guess” values of the unknown parameters may be

required initially. After that, whenever such parameters can be obtained or estimated, the

original solution will then be adjusted.

Clearly, the above two factors suggests the need for the second step or a “corrective action”

in addition to the CCP based optimization step. Before describing the required processes

in detail, it is important to see different approaches whose design concepts are related to

the assumption of knowledge on demand pattern. In the first approach, when the patterns

of traffic at different time periods are completely known or highly predictable, a one-time

optimization process can be used. Network resource can be optimized according to the de-

mand pattern in each period. This type of design is referred to as the Multi-Hour network

design [6]. There are different optimal solutions obtained for each of time periods. For exam-

ple, the optimal routing for the 9-12 A.M period is different than that of the 1-5 P.M. period.

Another approach that use a predefined set of demand patterns in a design is a Stochastic

Programming with Recourse (as discussed in Chapter 4). Its practical implementation uses

a scenario-based method, which is based on optimizing the problem with respect to known

(or predicted) scenarios with probability estimate for each demand scenario. Thus, scenarios

that represent the future must be selected carefully. An example is the work of Leung and

Grover [19, 20] on a capacity planning of survivable networks.
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In contrast to the known-pattern approaches as mentioned above, there is a “dynamic” or

“non-pattern” approach in a sense that it does not require the knowledge on traffic pattern

in advance. For example, in the work of Gençata and Mukherjee [32] on designing a re-

configuration algorithm for a WDM network, the topology is dynamically reconfigured or

adapted itself according to the current traffic on links. Such process is based on a periodic

measurement on traffic loads and utilization thresholds. The resource, which is the number

of lightpaths in this study, can be increased or decreased to satisfy demand based on a uti-

lization goal.

Compared with those models, the CCP based scheme could be viewed as an alternative

approach. This is because traffic variation could be handle with statistical guarantee without

the need for obtaining exact traffic parameters. A well-calculated bound obtained from the

first step could help the network operator not to update traffic routes very often (as in the

fully-dynamic approach). In this dissertation, since each traffic demand is broken into the

certain and uncertain parts. The uncertain part, which represents traffic variation specified

by a variance parameter, is guaranteed based on the uncertain guarantee level. Therefore,

there is no need to update the solution often except that the variation occurs beyond the

bound for a long period of time, or the bound could be improve for better network utilization.

Before performing the CCP re-optimization, the corrective action may be suitable for some

cases. The requirement for an integrated scheme, which is the combination of the CCP

optimization and the corrective step will be discussed in later sections. First, the scenarios

of traffic changes will be described next.

6.2 SCENARIOS OF TRAFFIC CHANGE AND ISSUES ON A

CORRECTIVE PROCESS

The previous section suggests the need for the second process, called the corrective process,

in addition to the CCP optimization process. Assuming that the corrective process can

measure traffic periodically, the traffic changes can be classified into two scenarios:
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1. An arrival of a new demand.

2. A large increase in traffic volume of the existing demands.

These changes may lead to resource insufficiency if they are significant. For example, some

new demand may be blocked when there is no available bandwidth along the routes. Fur-

thermore, although the bandwidth on a link is still enough, using more bandwidth on such

link may lead to higher utilization than a preferred level. To response with such issues, an

adaptive process or a corrective step is needed in addition to the initial CCP design. The

adaptive process should find a new solution to support the change. In fact, the new solution

should be correlated to the previous one so that there is little network performance degra-

dation.

The scheme mentioned so far start with the initial optimization process using the CCP.

When traffic change is detected, the corrective process will be performed. For example, a

basic process could be designed as shown in Figure 6.1. If the change is only an increase

in demand volume, the process will check whether it satisfies the bandwidth bounds (i.e.,

Wj in Chapter 3). Sometimes the bandwidth bound can be relaxed to meet the need if

there are available resources. This is similar in the case of a new demand arrival. In both

case, if it is not possible to route the traffic on the existing routes, the network operator

will simply establish a new route to carry this new traffic, reroute or rearrange some traffic,

or re-optimize the network (i.e., by solving the basic uncertainty problem with a new set of

demands).

In practice, re-optimization with the CCP approach will be performed as necessary since it

is not efficient to do so whenever there is a traffic change. Thus, basic actions of the correc-

tive process are needed. Note that as the network characteristics (e.g., route or bandwidth)

change, there is a consequence. First, the levels of guarantee will not be the same as the

original values. Second, a new solution, which is used for handling new traffic, may not have

the same objective as before (i.e., the minimal cost objective). These issues will be discussed

in detail in a later section.
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Figure 6.1: A basic corrective process

The approach and processes as described so far are in a context of a one-layer network. The

next section will discuss the uncertainty effect on different layers as an important issue in

designing the corrective process.
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6.3 EFFECT OF THE UNCERTAINTY ON A TWO-LAYER NETWORK

When considering a two-layer network (e.g., an IP-over-WDM network), one important ques-

tion would be “Which layer should perform the corrective operation when traffic change?”

To investigate this, traffic granularity offered at each layer should be considered first since

the higher the layer, the finer the granularity. Considering the routing in a two-layer net-

work, the amount of required bandwidth for the uncertainty from the top layer will be passed

down to the lower layer to prepare the physical resource to carry traffic. Basically, the lower

layer (or a physical layer) will allocate resource by determining a combination of wavelengths

used in optical fibers. The process of selecting appropriate wavelengths and fibers will be

performed by an algorithm known as Routing and Wavelength Assignment (RWA) [10]. The

RWA problem is not in the scope of this dissertation, and assume to be further work in

the physical layer. In short, the operation at the top layer (i.e., the IP layer) could handle

traffic at a very fine level of granularity, whereas, the operation at the bottom or the opti-

cal layer can be performed at much more coarser granularity, i.e., at the wavelength or the

fiber level. Thus, with the granularity requirement on each network layer, it is clear that

the upper layer would be appropriate in performing the CCP optimization process since the

resulting uncertainty bounds (which is calculated with the levels of guarantee) should have

fine granularity. Otherwise, with coarse granularity, the resulting values would be just loose

bounds, thus wasting the network resource.

The uncertainty as discussed so far is seen by the upper layer. Since the lower layer deals

with traffic in much coarser granularity, the effect of the uncertainty would be much smaller

than the upper layer. Another way is to consider the levels of guarantee perceived at different

layers. Such analysis could be used at least to roughly quantify the effect of the uncertainty.

To understand the effect, firstly let’s consider how traffic demand could be mapped from

the upper layer to the lower layer, as depicted in Figure 6.2. The links in the upper layer

(i.e., the virtual links which are obtained by solving the uncertainty problem in Chapter 5)

can be viewed as the input demand-pairs of the lower layer. Since the network considered

here is based on the overlay model, the lower-layer network has its own separate routing
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Layer 2

Layer 1

Figure 6.2: Routing in a two-layer network

mechanism. Thus, basically the routing process in the lower-layer network aims to find routes

that corresponds to the demands or the set of virtual links from the upper layer. A simple

solution could be obtained by solving a linear programming problem with a mathematical

formulation described below:

Problem LP2:

min
yj , zj

∑
j∈A

Cj yj + Fj zj (6.1)

subject to:

∑

k∈D

∑

p∈Pk

γk,p
j gk,p Uk ≤ Myj , ∀j ∈ A (6.2)

Myj ≤ Bj , ∀j ∈ A (6.3)
∑

p∈Pk

gk,p = 1 , ∀k ∈ D (6.4)

γk,p
j gk,p ≤ zj , ∀j ∈ A, ∀k ∈ D, ∀p ∈ Pk (6.5)

yj ≥ 0, integer ∀j ∈ A (6.6)

gk,p, zj ∈ {0, 1} (6.7)
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Let a network be defined by a graph of the second layer network (N ,A), where N is a set

of nodes, and A is a set of links. The notation is as follows:

Let

• D denote the set of demands. This is the same as the set of virtual links of the upper

layer (obtained from the solution of the upper-layer optimization process).

• Uk denote the volume of demand k ∈ D (or the bandwidth allocated on the virtual link

k of the upper layer). This parameter is given as a solution obtained from the upper

layer.

• Pk denote a predefined set of candidate paths for demand k ∈ D.

• Cj denote the capacity cost per capacity module for link j ∈ A.

• Fj denote the fixed operation cost on link j ∈ A.

• Bj denote the capacity bound on link j ∈ A.

• M denote the generic number of capacity units per module used in the lower layer.

• γk,p
j denote a binary parameter. It is equal to 1 if path p ∈ Pk for demand k uses link j,

and 0 otherwise. γk,p
j is given when the set of possible paths Pk is calculated.

• gk,p denote a decision variable, which is equal to 1 if the flow of demand k selects path

p from the predetermined path set Pk, and 0 otherwise.

• yj denote an integer decision variable, representing the number of capacity modules

required to route traffic on link j ∈ A.

• zj denote a decision variable. It is equal to 1 if link j is used, and 0 otherwise.

This formulation for routing in the lower layer is simply a minimum cost routing model.

In the objective function 6.1 , the total cost consists of the cost of using capacity (variable

cost) and the fixed cost incurred from the operational or equipment cost for the selected link.

Constraints 6.3 ensures that the amount of capacity required to carry traffic on link j (Myj

in 6.2) does not exceed the capacity bound Bj. Constraints 6.4 enforce the non-bifurcated

(single path) flow allocation scheme so that the traffic requested from the upper layer can

be easily managed in the same flow. Constraints 6.5 adds a fixed cost if link j is used to

carry traffic. Once this problem is solved, the resulting solution will be further used by the
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RWA algorithm to assign appropriate wavelengths to carry traffic.

Again, the process in the physical layer deals with much coarser traffic granularity, e.g., a

multiple of M capacity units as shown in the problem above. To investigate the effect of

the uncertainty, for simplicity let consider the effect of one random demand on a link at the

upper layer, which will pass the requirement down to the lower layer. Suppose that link j

in the lower layer is selected (consider constraints 6.2). Let further assume that on link j

only one module is used to carry traffic (yj = 1), then the the total capacity required is M .

Therefore, the sum of all the traffic demands, carrying on link j can be written as:

∑

k∈D
Uk ≤ M (6.8)

Consider only the effect of one traffic demand Ui, where Ui, i ∈ D, denotes the allocated

bandwidth on the considered link in the upper layer (e.g., see Figure 6.2). This can be

written as

Ui +
∑

k∈D, k 6=i

Uk ≤ M (6.9)

Let the rest of Uk be a constant C =
∑
k 6=i

Uk.

Ui ≤ M − C (6.10)

Since Ui is the value calculated from the deterministic equivalent of the random demand, Ui

can be written in the following form,

µ + Φ−1(α)σ ≤ Ui ≤ M − C (6.11)

Since the aggregated demand on the link in the upper layer could be represented as a

Gaussian random variable ξ (i.e., ξ ∼ N(µ, σ2)), thus

P ( Ui ≥ ξ ) ≥ α (6.12)

Since M − C ≥ Ui, the following also holds:

P ( M − C ≥ ξ ) ≥ P ( Ui ≥ ξ ) ≥ α (6.13)
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Therefore, there exists α∗ ≥ α such that

P ( M − C ≥ ξ ) ≥ α∗ ≥ α (6.14)

This means that while link i in the upper layer can handle the demand ξ with the α-

guarantee, the link j in the lower layer can handle the same demand with the α∗-guarantee,

where α∗ ≥ α. Note that in general the capacity M offered in the lower layer is much greater

than the carried traffic. In other words, the effect of the uncertainty in the lower layer is

much less than that in the upper layer due to its high bandwidth.

The relation between parameters of the traffic demand (mean and standard deviation),

capacity provisioned, and guarantee levels are quantitatively illustrated by the graphs in

Figure 6.3 and Figure 6.4.
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Figure 6.3: Effect of varying traffic demand parameters (I)
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Figure 6.4: Effect of varying traffic demand parameters (II)

These are plotted with the following assumptions. First, let the capacity unit of one wave-

length (M) be 2.5 Gbps, and let the capacity of total traffic demands except for the con-

sidered demand (C) equal to 1 Gbps. Then, each line of the graph is plotted by varying µ

with a fixed σ. The effects of changing parameter µ and parameter σ can be seen on the

plots. Figure 6.3 shows the effect of these parameters on the levels of guarantee in terms

of area under a unit normal distribution or Φ−1(α) as appeared in the Chance-constrained

deterministic equivalent form or in Inequality (6.11). Figure 6.4 is obtained by determining

the levels of guarantee from their inverse transforms (Φ−1(.)) in Figure 6.3. As shown in the

figure, when the magnitude of demand uncertainty increases (by increasing µ or σ), the level

of guarantee decreases.

In the next section, the practical implementation of the corrective process to be used in case
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of traffic change will be discussed.

6.4 IMPLEMENTATION OF THE CORRECTIVE PROCESS

The purpose of the corrective process is to adaptively and quickly adjust network resource

according to the change of traffic demand with small perturbation to the existing traffic.

To investigate the requirements of the corrective process. First, we need to understand the

goal of the design. Originally, the objective of the first step process (CPP optimization) is

to obtain the minimum cost design that can handle the uncertainty, assuming that traffic

variation could be covered by the calculated bounds. When there is a significant change

and it is not efficient to re-optimize the whole network, a simple corrective process would be

more appropriated option. However, the new solution obtained may not yield the minimum

cost as the original solution. Thus, the tradeoffs should be considered.

The basic corrective process shown in Figure 6.1 checks whether it is possible to use the

existing routes or could expand the bandwidth to handle the change. Such operation is

performed in order to avoid perturbation to the existing traffic. However, if bandwidth ex-

pansion is not allowed, it would be more efficient to reroute some existing traffic demands

in order to cover the change. This could lead to net work performance degradation such as

traffic disruption which could occur during the rerouting process.

Next, the scenarios that the volume of the existing demands has been increased will be

discussed. Recall from Chapter 3 that the link bandwidth used to be carry the total demand

should be at least:

xj =
K∑

k=1

µk + Φ−1(αj)

√√√√
K∑

k=1

σ2
k (6.15)

Now, if one demand has changed its probabilistic profile from N(µ1, σ
2
1) to N(µ2, σ

2
2),

and the demand volume increases, possible scenarios could be classified as follows:
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Case 1: The bandwidth expansion is allowed to cover the change. This case will require no

further action. Since the bandwidth is increased, the level of guarantee (α) would decrease

or increase depending on the term on the left (i.e., the new bandwidth allocated) and on the

right (the mean and the function of variances) of Equation (6.15).

Case 2: The bandwidth is not allowed to expand, but the changed traffic demand can still

be carried on its current path. This could be performed by decreasing the level of guarantee

from α to α∗∗ in order to compensate for the increase in the mean in the first term and the

square root of variances in the second term as follows:

xj =
K∑

k=1

µ∗∗k + Φ−1(α∗∗j )

√√√√
K∑

k=1

σ2
k

In other words, the level of guarantee is decreased in order to satisfy the bandwidth con-

straint when some traffic demand volume is increased. As a result, the uncertain part of the

traffic (i.e., the function of variances) will be less supported.

Case 3: If it is impossible to use the existing route, rerouting traffic would be the option. The

factors to be considered for the tradeoffs in the rerouting process are described as follows:

1. Additional cost

Obviously, rearranging traffic could yield many feasible solutions whose costs are higher

than the optimal one obtained by a re-optimization process. This is because traffic demands

may be inefficiently grouped, resulting much more unnecessary amount of network resources.

Furthermore, some rerouted traffic may not use the minimum cost path, thus unnecessarily

consuming more network resources.

2 Performance factors

There are three main performance factors to be considered:

2.1 Load balancing

A well-balanced network could delay resource exhaustion, with a higher chance that the fu-

ture demand request will be routed without being blocked. Here we consider the maximum
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link utilization factor as a metric; this is a ratio of the actual bandwidth requested to the

link bandwidth provided. The basic way to include the load balancing feature is to design

the network such that the maximum link utilization of all links is minimized.

2.2 Network delay performance

The network delay can be controlled by limiting the number of hops in a rerouting or recon-

figuration process. It is preferable to route the traffic within the small number of hop(s) as

much as possible to limit network delay.

2.3 Disruption of traffic

Disruption of services of the existing traffic during rerouting traffic in the corrective process

is undesirable. Therefore, if traffic rerouting is necessary, new network configurations with

small number of changes from the previous configuration are preferable.

With these factors, some desirable features such as, fast computation time, small additional

cost, well-balanced load, small network delay, and small number of changes from the previous

solution should be included in the design of the corrective process. However, some of these

objectives may be conflicting with each other. For example, instead of rerouting traffic

on the shortest path, some traffic demands may be rerouted on the longer-hop paths in

order to avoid traffic congestion on some link (i.e., routing with a load-balancing goal), thus

conflicting the minimum-cost goal. Therefore, the goal depends on the network policy, and

is also based on assigned priorities. For example, the requirements could be prioritized as

follows:

1. Load-balancing is the main objective.

2. An additional cost must be within a specified cost budget.

3. The new levels of guarantee of the new network configuration should be satisfied.

4. The transition from the original to a new network configuration should require a small

number of changes as much as possible.

The choice depends on the network policy. For example, the rerouting process may consider
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preparing the resource to handle the future variation. As a result, the goal is to determine a

configuration that has high possibility to handle traffic change. Therefore, the load balancing

is set as the main objective, and the rest of the factors are set as subgoals, which could be in

forms of constrains or secondary decision metrics. Priorities of subgoals depend on network

policy.

According to these rules, a fast rerouting or reconfiguration process is suggested as follows:

1. Based on the minimum-cost configuration, the network operator generates a set of corre-

lated configurations, called the Correlated Backup Set. When the reconfiguration is required,

a configuration in this set may be selected. Since they are correlated with each other, chang-

ing from one to another configuration is expected to take a small amount of reconfiguration

time.

2. To construct the Correlated Backup Set, the algorithm randomly generates a set of

solutions or structures (configurations) with the new input (including the demand with in-

creasing volume) with small variations compared to the base structure (the minimum-cost

configuration). This can be achieved easily with a mutation-like process (as in the Genetic

Algorithm literature) with a small probability of mutation.

3. The resulting solutions are then ranked as follows:

3.1 Select the best least-congested N solutions, and rank them according to their maximum

link utilization values.

3.2 Depending on network policies, further ranking rules may be applied. For example,

• If the maximum link utilizations of two solutions are equal, the smaller-cost topology

ranks higher. If they have the same cost, the solution with a smaller number of changes

ranks higher. Note that another possible policy could consider the number of changes

more important than the cost.

• If all of the above metrics are equal, link utilization histograms (which will be explained

next) may be used for further evaluation.

Example: Consider the lower-layer network as shown Figure 6.5, and some demand volumes

are increasing. The initial solution (before traffic change) is as follows:
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Figure 6.5: Net58 (58 nodes, 90 links)

Path solution(same format as the solution pattern in Chapter 5):

1 1 4 4 0 1 1 1 1 1 2 0 1 0 0 1 0 0 0 1 0 0 0 0 1 3 1 0 0 0 5 2 0 1 0 0

Cost: 12392

Utilization histogram: 1 15 5 6 6 6 3 2 0 0

The utilization histogram shows the number of links that have link utilizations within the

ranges: (0.0-0.1], (0.1-0.2], . . . , (0.9-1.0]. For example, there are 15 links with link utilization

values in the (0.1-0.2] range.

With the new input, the following 15 solutions for the Correlated Backup Set are selected

from the generated 500 solutions with the additional cost budget of 500.00 and probability

of mutation equal to 0.2. They are ranked as follows:

Rank: Solution

1 : 1 1 4 4 0 1 0 1 1 1 2 0 1 0 0 0 0 0 0 2 0 0 0 0 1 3 1 1 0 0 5 2 1 1 0 0

2 : 1 1 4 4 0 1 0 1 1 1 2 0 1 0 0 1 0 1 0 2 0 0 0 0 2 3 1 0 0 0 5 2 0 1 0 1

3 : 1 1 4 4 0 1 0 1 1 1 2 0 1 0 0 1 0 0 0 1 0 0 1 0 1 4 1 0 0 0 1 2 0 1 0 0

4 : 1 1 4 4 0 1 0 1 1 1 2 0 1 0 0 1 0 0 0 1 0 1 0 0 1 3 1 1 0 0 5 2 0 1 0 0
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5 : 1 1 4 4 0 1 0 1 1 1 2 0 1 0 0 1 0 0 0 1 0 0 1 0 1 4 1 0 0 0 5 2 0 1 0 0

6 : 1 1 3 4 0 1 0 1 1 1 2 0 1 0 0 1 1 0 0 1 0 0 1 0 1 4 1 0 0 0 5 2 0 1 0 0

7 : 1 1 0 4 0 1 0 1 1 1 2 0 1 0 0 1 0 1 0 1 0 1 1 0 2 3 1 0 0 0 5 2 0 1 0 0

8 : 1 1 4 4 0 1 0 1 1 1 2 1 1 0 0 1 0 0 0 1 0 0 1 0 2 3 1 0 0 0 5 2 0 1 0 0

9 : 1 1 4 4 0 1 0 1 1 1 2 0 1 0 0 1 0 0 0 0 1 0 1 0 2 3 1 0 0 0 5 2 0 0 0 0

The values of maximum link utilization, cost, the number of route changes (from the mini-

mum structure), and utilization histogram of this set are shown in Table 6.1.

Table 6.1: The Correlated Backup Set

Rank Max Util. Cost No. Changes Util. Histogram
1 0.652 12892 5 2 16 6 8 8 6 3 0 0 0
2 0.660 12792 5 2 14 6 11 6 5 4 0 0 0
3 0.660 12892 4 3 16 6 8 6 5 5 0 0 0
4 0.664 12695 3 2 15 5 8 5 8 4 0 0 0
5 0.664 12695 3 2 15 7 6 5 6 6 0 0 0
6 0.664 12695 5 1 15 7 8 5 7 4 0 0 0
7 0.664 12857 6 3 14 7 9 6 9 1 0 0 0
8 0.666 12792 4 2 17 5 8 4 6 6 0 0 0
9 0.666 12892 6 2 18 7 6 4 6 6 0 0 0

Note that if the first three factors equal, the utilization histogram may be used in further

evaluation. In this example, the demand units and the bandwidth cost for all links are the

same, thus, it is possible that the total costs could be equal. For example, consider the forth

solution and the fifth solution that have the same maximum link utilization, cost, and the

number of changes. Next, we consider the non-zero number of links in the highest range from

the utilization histogram (i.e., the (0.6-0.7] range), and the 4th solution is ranked better than

the 5th solution (i.e., 4 links vs. 6 links in the utilization (0.6-0.7]). Furthermore, we can get

a better view about resource utilization of the network when the maximum link utilization

and utilization histogram are used together.

This ranking scheme is used for selecting the first N highly correlated solutions with the

best load-balancing characteristics in the total generated solutions. This does not mean that

the higher ranked solutions could perform better than the lower ones in terms of ability to
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handle the future traffic change. However, the reconfiguration process could switch from

one configuration to another one within a short period of time, with a small impact on the

existing traffic. Note that the uncertainty bounds used in the upper layer optimization pro-

cess already takes into account the major source of traffic variations, and the capacity in

the lower layer is then allocated according to the optimization solution in the upper layer.

Therefore, we expect that the reconfiguration in lower layer would not be required very often,

except for a significant change that would require a re-optimization of the whole network.

Thus, a simple and quick reconfiguration process such as the suggested approach with the

Correlated Backup Set would have a benefit. For more intensive calculation, a multi-object

programming approach would be required for further needs.

After receiving a resource information update from the upper layer, initially the lower layer

would try to carry the new load via the existing connections in order to avoid some undesir-

able effects (which will be described next) that may arise in a reconfiguration process. For

example, in the WDM layer (the lower layer), it will increase the number of wavelengths to

support the increasing IP traffic. If there is not enough resource, the following options may

be selected:

1. Re-optimize the network by solving Problem LP2 with a new set of input parameters.

2. Reconfigure or reroute some traffic connections while considering an additional cost and

network performance factors.

The first choice yields the minimum cost configuration of the lower layer, but the main draw-

back is that it could lead to many changes from the original configuration. This is because

it may require tearing down many connections (i.e.,lightpaths), and then establishing the

new ones, resulting in traffic disruption. Furthermore, changing routes in the lower layer

increase complexity in resource assignment operations (e.g., a wavelength assignment pro-

cess). Thus, if it is not necessary to re-optimize the whole network, the second choice would

be more appropriate similar to the process in the upper layer.
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6.5 SUMMARY

This chapter discusses the practical implementation of the Chance-constrained based opti-

mization scheme. The effect of the uncertainty in the upper layer is greater than that of

the lower layer; thus, this will influence the design process. Since some change scenarios

would require traffic rerouting or rearranging of network resources to support such changes.

Thus, a reconfiguration approach to handling the uncertainty is needed. The guidelines

for the processes in the upper and the lower layers, requirements, and a suggested simple

reconfiguration process are discussed.
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7.0 CONCLUSION

This research provides a methodology for network design under demand uncertainty. The

framework begins with the assumptions on requirements of future network. We assume

that the traffic distribution of traffic demands carried on links in the network can be ap-

proximated by the Gaussian distribution. As a result, it is possible that a traffic demand

could be represented in the form of a pair of mean and variance to characterize the random

demand. In the network design literature, Stochastic Programming approach is suited to

some cases such as a long-term or multi-stage planning design. An implementation based

on the Stochastic Programming still requires a few assumptions such as the expected traffic

patterns and their associated probabilities of occurrence, even though the future is difficult

to predict. Therefore, such assumptions could be avoided with the Chance-Constrained Pro-

gramming based design approach. This alternative approach handles the uncertainty via

the levels of guarantee. We define a new approach such that a traffic demand consists of

two portions: the certain part and the uncertain part. The certain part is 100%-guaranteed

as in the mean-based reservation approach. The uncertain part is statistically guaranteed,

and is derived from the variance of the demand and the level of guarantee, which is based

on available network resource or network policy. These two components are used in the

deterministic equivalent of the Chance-constraint.

Based on the deterministic equivalent form, an optimization model is then developed. The

resulting formulation of the proposed model is a nonlinear multi-commodity flow problem,

which requires heuristic solution algorithms to solve. We develop a set of heuristic algorithms

to solve the design problem with fast and reasonably good quality. These optimization al-

gorithms can be used in a time-critical environment, and could be applied in solving other
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similar nonlinear problems. Note that the solutions produced by this set of algorithms are

approximated solutions to the nonlinear problem, and some solutions could be further im-

proved depending on time permitted.

Finally, we provide the implementation guidelines for developing a corrective or updating

process for handling traffic change. This is crucial because it is possible that the future traf-

fic would vary beyond a statistical estimation, while the Chance-Constrained Programming

based optimization assumes that traffic variation could occur within the specified variances

or within the uncertainty bounds. As a result, a corrective process is required to handle

the change since generally the total re-optimization is not preferable. How the Chance-

Constrained Programming based scheme can be practically implemented under traffic vari-

ation depends upon the impact of the uncertainty. Basically, the granularity of a network

layer will be a crucial factor to determine which layer should perform the corrective oper-

ation when traffic change. In addition, if we consider the effect of the uncertainty on the

levels of guarantee provided for the traffic, it is clear that the effect of the uncertainty in the

lower layer is much less than the effect the upper layer due to its high bandwidth. Thus, the

direct impact on the top network layer is to be considered in designing the optimization and

corrective strategy.

There are several possible future research studies that could extend this framework:

• Simulation studies on the relation between different traffic patterns and the benefit of

the Chance-constraint approximation are needed. The first important topic could be a

study using other traffic demand distributions. This is because the Gaussian distribu-

tion is assumed only for a large aggregation of traffic demands. The second simulation

study should investigate the effectiveness of using uncertainty bound considering differ-

ent demand patterns. The third study should investigate the performance of the CCP

optimization process and the corrective process

• Since the uncertainty models used in this framework are based on a simple graph model,

further studies with various scenarios and the input data from measurement are needed.

• A survival network design that considers the demand uncertainty factor. This study
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should determine resource planning and statistically guarantee or how much we should

reserve resource in case of failure with the uncertain traffic demand.

• Research on methodologies and techniques for dynamic routing and resource allocation

under demand uncertainty using a multi-objective programming approach. Since the

corrective process used for handling the uncertainty could have multi-objectives, the

tradeoffs and multi-objective approach would be needed further study.
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APPENDIX

A: NETWORK INFORMATION AND DEMAND INPUTS

Some selected sets of data input are listed in this section.

Table A1: Demand matrix for the set Net23-0 - Net23-04

Demand Mean Variance
1-3 46.85 99.42
1-9 42.61 71.17
1-14 39.21 66.70
2-11 44.19 61.30
2-22 44.39 88.02
3-6 33.01 82.03
3-15 52.14 68.99
4-14 41.78 84.04
4-18 52.86 78.39
5-20 44.43 52.96
6-20 37.03 52.51
7-13 55.36 65.25
8-17 50.80 50.75
8-23 59.69 98.54
9-19 41.49 89.44
10-15 32.28 74.92
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Table A2: Net23-0 (23 nodes, 33 links)

Linkj cj Φ−1(αj) Wj Fj

1-2 1.50 1.282 200 40
1-13 1.25 1.645 200 40
1-22 1.25 1.645 200 40
1-23 1.25 1.645 200 40
2-5 1.50 0.842 200 40
2-9 1.25 1.645 200 40
2-20 1.25 0.842 200 40
2-23 1.25 0.842 200 40
3-16 1.00 0.842 200 40
3-17 1.25 0.842 200 40
3-18 1.00 1.282 200 40
4-7 1.50 1.282 200 40
4-11 1.50 0.842 200 40
4-19 1.50 0.842 200 40
5-9 1.50 1.645 200 40
5-19 1.25 1.282 200 40
6-12 1.00 0.842 200 40
6-14 1.50 1.282 200 40
7-16 1.00 1.282 200 40
8-13 1.50 1.282 200 40
8-21 1.25 1.645 200 40
9-20 1.25 1.645 200 40
10-16 1.25 1.282 200 40
10-17 1.25 1.282 200 40
11-12 1.50 1.282 200 40
12-14 1.50 1.282 200 40
14-20 1.50 1.645 200 40
15-17 1.50 1.645 200 40
15-18 1.00 1.282 200 40
15-22 1.00 1.645 200 40
18-19 1.00 1.645 200 40
18-23 1.00 1.645 200 40
21-22 1.00 0.842 200 40
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Table A3: Net23-1 (23 nodes, 33 links)

Linkj cj Φ−1(αj) Wj Fj

1-2 1.50 3.090 200 40
1-13 1.25 1.645 200 40
1-22 1.25 1.645 200 40
1-23 1.25 1.645 200 40
2-5 1.50 2.326 200 40
2-9 1.25 1.645 200 40
2-20 1.25 2.326 200 40
2-23 1.25 2.326 200 40
3-16 1.00 2.326 200 40
3-17 1.25 2.326 200 40
3-18 1.00 3.090 200 40
4-7 1.50 3.090 200 40
4-11 1.50 2.326 200 40
4-19 1.50 2.326 200 40
5-9 1.50 1.645 200 40
5-19 1.25 3.090 200 40
6-12 1.00 2.326 200 40
6-14 1.50 3.090 200 40
7-16 1.00 3.090 200 40
8-13 1.50 3.090 200 40
8-21 1.25 1.645 200 40
9-20 1.25 1.645 200 40
10-16 1.25 3.090 200 40
10-17 1.25 3.090 200 40
11-12 1.50 3.090 200 40
12-14 1.50 3.090 200 40
14-20 1.50 1.645 200 40
15-17 1.50 1.645 200 40
15-18 1.00 3.090 200 40
15-22 1.00 1.645 200 40
18-19 1.00 1.645 200 40
18-23 1.00 1.645 200 40
21-22 1.00 2.326 200 40
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Table A4: Net23-1v2 (23 nodes, 33 links)

Linkj cj Φ−1(αj) Wj Fj

1-11 1.50 3.090 200 40
1-17 1.25 1.645 200 40
1-18 1.25 1.645 200 40
2-5 1.25 1.645 200 40
2-9 1.50 2.326 200 40
2-16 1.25 1.645 200 40
2-23 1.25 2.326 200 40
3-6 1.25 2.326 200 40
3-15 1.00 2.326 200 40
3-21 1.25 2.326 200 40
4-7 1.00 3.090 200 40
4-17 1.50 3.090 200 40
4-19 1.50 2.326 200 40
5-7 1.50 2.326 200 40
5-11 1.50 1.645 200 40
5-13 1.25 3.090 200 40
6-8 1.00 2.326 200 40
6-22 1.50 3.090 200 40
7-15 1.00 3.090 200 40
8-10 1.50 3.090 200 40
8-14 1.25 1.645 200 40
9-11 1.25 1.645 200 40
9-18 1.25 3.090 200 40
10-13 1.25 3.090 200 40
10-14 1.50 3.090 200 40
12-15 1.50 3.090 200 40
12-19 1.50 1.645 200 40
12-20 1.50 1.645 200 40
13-23 1.00 3.090 200 40
14-23 1.00 1.645 200 40
16-18 1.00 1.645 200 40
20-21 1.00 1.645 200 40
21-22 1.00 2.326 200 40
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Table A5: Net23-13 (23 nodes, 33 links)

Linkj cj Φ−1(αj) Wj Fj

1-2 1.50 3.090 200 40
1-13 1.25 3.090 200 40
1-22 1.25 3.090 200 40
1-23 1.25 3.090 200 40
2-5 1.50 3.090 200 40
2-9 1.25 3.090 200 40
2-20 1.25 3.090 200 40
2-23 1.25 3.090 200 40
3-16 1.00 3.090 200 40
3-17 1.25 3.090 200 40
3-18 1.00 3.090 200 40
4-7 1.50 3.090 200 40
4-11 1.50 3.090 200 40
4-19 1.50 3.090 200 40
5-9 1.50 3.090 200 40
5-19 1.25 3.090 200 40
6-12 1.00 3.090 200 40
6-14 1.50 3.090 200 40
7-16 1.00 3.090 200 40
8-13 1.50 3.090 200 40
8-21 1.25 3.090 200 40
9-20 1.25 3.090 200 40
10-16 1.25 3.090 200 40
10-17 1.25 3.090 200 40
11-12 1.50 3.090 200 40
12-14 1.50 3.090 200 40
14-20 1.50 3.090 200 40
15-17 1.50 3.090 200 40
15-18 1.00 3.090 200 40
15-22 1.00 3.090 200 40
18-19 1.00 3.090 200 40
18-23 1.00 3.090 200 40
21-22 1.00 3.090 200 40
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Table A6: Demand matrix for the set Net50-1

Demand Mean Variance
1-6 33.76 84.79
1-8 43.33 81.27
1-18 35.31 78.79
1-27 30.78 94.63
2-7 53.4 64.62
2-20 30.66 99.7
3-28 57.56 98.65
6-19 46.14 97.94
6-29 38.33 97.53
6-50 25.01 63.29
7-24 34.05 66.64
7-48 25.16 70.12
8-15 31.07 64.37
11-29 55.49 78.3
14-24 44.75 62.75
15-45 29.46 76.13
21-23 33.2 50.19
21-32 59.78 68.04
23-33 41.97 97
24-45 43.95 96.78
28-36 58.66 98.55
31-39 48.21 86.04
34-36 28.57 93.13
37-44 27.03 68.29
44-50 23.61 66.73
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Table A7: Net50-1 (50 nodes, 82 links)

Linkj cj Φ−1(αj) Wj Fj

1-2 1.00 3.090 300 40
1-3 1.00 1.645 300 40
2-3 1.50 3.090 300 40
2-4 1.00 1.645 300 40
3-5 1.25 2.326 300 40
3-6 1.25 3.090 300 40
4-8 1.00 1.645 300 40
5-6 1.25 3.090 300 40
5-8 1.00 3.090 300 40
6-7 1.00 1.645 300 40
6-10 1.50 2.326 300 40
7-8 1.25 1.645 300 40
7-15 1.25 1.645 300 40
8-9 1.00 1.645 300 40
9-12 1.50 1.645 300 40
9-13 1.50 2.326 300 40
9-14 1.25 3.090 300 40
10-11 1.50 3.090 300 40
10-19 1.25 2.326 300 50
11-20 1.50 1.645 300 40
11-21 1.50 3.090 300 60
12-13 1.00 1.645 300 40
12-15 1.25 3.090 300 40
13-14 1.25 2.326 300 40
13-16 1.25 3.090 300 40
14-17 1.00 1.645 300 40
15-24 1.00 1.645 300 50
16-17 1.50 2.326 300 40
16-18 1.50 3.090 300 40
17-18 1.50 2.326 300 40
17-26 1.50 1.645 300 40
18-25 1.00 3.090 300 40
19-20 1.25 2.326 300 40
19-23 1.50 1.645 300 40
19-27 1.25 3.090 300 60
20-22 1.00 2.326 300 40
21-22 1.50 2.326 300 70
21-31 1.25 1.645 300 100
22-23 1.50 3.090 300 40
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Table A8: Net50-1 (continued)

Linkj cj Φ−1(αj) Wj Fj

22-30 1.25 2.326 300 40
23-28 1.25 3.090 300 60
23-29 1.00 3.090 300 40
24-25 1.25 3.090 300 40
24-27 1.25 1.645 300 40
25-26 1.25 3.090 300 50
25-38 1.50 2.326 300 40
26-38 1.25 1.645 300 40
26-47 1.25 3.090 300 40
27-28 1.00 2.326 300 40
28-40 1.50 1.645 300 40
29-30 1.25 1.645 300 40
29-32 1.50 1.645 300 40
30-31 1.00 3.090 300 60
31-33 1.25 3.090 300 40
31-34 1.50 3.090 300 40
32-33 1.00 1.645 300 40
32-41 1.50 2.326 300 40
34-35 1.25 3.090 300 40
34-36 1.50 3.090 300 60
35-36 1.50 3.090 300 40
35-37 1.00 2.326 300 40
36-37 1.00 1.645 300 40
36-44 1.25 1.645 300 70
38-39 1.00 2.326 300 40
39-40 1.00 2.326 300 50
39-49 1.00 1.645 300 40
40-41 1.00 3.090 300 40
40-49 1.00 1.645 300 50
41-42 1.25 1.645 300 40
42-43 1.00 1.645 300 40
43-44 1.00 3.090 300 60
43-49 1.50 1.645 300 40
43-50 1.25 1.645 300 40
44-45 1.25 3.090 300 60
44-48 1.25 1.645 300 60
45-46 1.25 1.645 300 40
45-48 1.00 1.645 300 40
46-47 1.25 1.645 300 40
47-48 1.50 2.326 300 40
48-49 1.50 2.326 300 40
48-50 1.50 2.326 300 40
49-50 1.00 2.326 300 40
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Table A9: Net23: Input/Output summary

Experiment Avg. demand Avg. demand Avg. BW Avg. link Max. link Avg. hop
volume (µ) volume (σ2) allocation utilization utilization count

23-1 44.88 74.03 115.60 0.58 0.75 3.06
23-11 44.88 74.03 107.79 0.54 0.75 3.06
23-12 44.88 74.03 115.83 0.58 0.80 3.06
23-13 44.88 74.03 122.33 0.61 0.74 3.13
23-2 43.51 78.04 114.67 0.57 0.79 3.13
23-21 43.51 78.04 105.27 0.53 0.74 3.13
23-22 43.51 78.04 113.52 0.57 0.79 3.13
23-23 43.51 78.04 122.79 0.61 0.76 3.13
23-3 32.27 74.03 105.21 0.53 0.68 3.19
23-31 32.27 74.03 97.27 0.49 0.70 3.19
23-32 32.27 74.03 105.49 0.53 0.76 3.19
23-33 32.27 74.03 107.39 0.54 0.68 3.06
23-4 44.88 74.03 123.87 0.31 0.61 3.19
23-41 44.88 74.03 115.73 0.29 0.54 3.19
23-42 44.88 74.03 123.94 0.31 0.57 3.19
23-43 44.88 74.03 133.16 0.33 0.61 3.19
23-5 42.32 74.17 162.05 0.46 0.76 3.94
23-51 42.32 74.17 148.95 0.43 0.72 3.94
23-52 42.32 74.17 158.62 0.45 0.76 3.94
23-53 42.32 74.17 169.64 0.48 0.76 3.94
23-6 42.32 74.17 172.01 0.43 0.68 4.00
23-61 42.32 74.17 166.41 0.42 0.75 4.00
23-62 42.32 74.17 176.64 0.44 0.79 4.00
23-63 42.32 74.17 180.21 0.45 0.77 4.00
23-7 43.51 78.04 121.38 0.30 0.64 3.19
23-71 43.51 78.04 111.64 0.28 0.61 3.19
23-72 43.51 78.04 120.11 0.30 0.64 3.19
23-73 43.51 78.04 129.61 0.32 0.68 3.19
23-8 44.68 75.62 176.05 0.44 0.72 2.80
23-81 44.68 75.62 164.58 0.41 0.72 2.80
23-82 44.68 75.62 174.90 0.44 0.75 2.80
23-83 44.68 75.62 186.49 0.47 0.79 2.80
23-9 45.02 74.96 206.79 0.52 0.77 3.20
23-91 45.02 74.96 195.27 0.49 0.74 3.20
23-92 45.02 74.96 206.21 0.52 0.77 3.20
23-93 45.02 74.96 203.08 0.51 0.79 3.17
23-100 44.81 73.22 244.89 0.61 0.79 2.93
23-300 44.81 73.22 245.03 0.49 0.61 2.93
23-500 18.63 37.42 234.09 0.23 0.38 3.25
23-700 18.69 37.42 444.97 0.44 0.76 3.38
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Table A10: Net23v2: Input/Output summary

Experiment Avg. demand Avg. demand Avg. BW Avg. link Max. link Avg. hop
volume (µ) volume (σ2) allocation utilization utilization count

23v2-1 44.88 74.03 133.64 0.67 0.78 3.69
23v2-11 44.88 74.03 124.07 0.62 0.78 3.63
23v2-12 44.88 74.03 128.68 0.64 0.73 3.69
23v2-13 44.88 74.03 138.39 0.69 0.79 3.69
23v2-3 32.27 74.03 111.90 0.56 0.76 3.44
23v2-31 32.27 74.03 113.48 0.57 0.71 3.50
23v2-32 32.27 74.03 122.55 0.61 0.77 3.50
23v2-33 32.27 74.03 119.01 0.60 0.79 3.50
23v2-4 44.88 74.03 152.56 0.38 0.69 3.56
23v2-41 44.88 74.03 142.68 0.36 0.66 3.56
23v2-42 44.88 74.03 151.97 0.38 0.69 3.56
23v2-43 44.88 74.03 162.39 0.41 0.73 3.56
23v2-8 44.68 75.62 215.99 0.54 0.77 3.50
23v2-81 44.68 75.62 206.93 0.52 0.75 3.53
23v2-82 44.68 75.62 218.32 0.55 0.79 3.53
23v2-83 44.68 75.62 225.71 0.56 0.75 3.57
23v2-9 43.01 77.06 116.76 0.29 0.55 2.38
23v2-91 43.01 77.06 107.99 0.27 0.50 2.38
23v2-92 43.01 77.06 116.48 0.29 0.53 2.38
23v2-93 43.01 77.06 126.03 0.32 0.57 2.38
23v2-100 44.81 73.22 254.82 0.64 0.87 3.16
23v2-300 44.81 73.22 256.95 0.51 0.82 3.09
23v2-500 18.75 36.45 252.20 0.25 0.44 3.16
23v2-700 18.69 37.42 449.17 0.45 0.82 3.37
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Table A11: Net50: Input/Output summary

Experiment Avg. demand Avg. demand Avg. BW Avg. link Max. link Avg. hop
volume (µ) volume (σ2) allocation utilization utilization count

50-1 39.17 80.17 138.85 0.46 0.74 4.08
50-11 39.17 80.17 121.61 0.41 0.77 3.92
50-12 39.17 80.17 130.87 0.44 0.78 3.92
50-13 39.17 80.17 138.34 0.46 0.71 3.96
50-7 40.47 77.94 127.71 0.43 0.73 3.93
50-71 40.47 77.94 119.80 0.40 0.76 3.77
50-72 40.47 77.94 126.51 0.42 0.70 3.77
50-73 40.47 77.94 136.56 0.46 0.76 3.77
50-8 44.68 75.62 138.04 0.46 0.81 3.57
50-81 44.68 75.62 130.31 0.43 0.85 3.53
50-82 44.68 75.62 142.50 0.47 0.78 3.53
50-83 44.68 75.62 152.57 0.51 0.83 3.53
50-9 44.02 75.72 120.40 0.40 0.83 2.09
50-91 44.02 75.72 111.78 0.37 0.79 2.09
50-92 44.02 75.72 120.19 0.40 0.73 2.09
50-93 44.02 75.72 129.59 0.43 0.77 2.09
50-100 18.61 37.43 107.61 0.11 0.30 2.71
50-200 18.58 37.96 248.21 0.25 0.68 3.86
50-201 18.58 37.96 233.84 0.23 0.68 3.86
50-202 18.58 37.96 247.04 0.25 0.70 3.86
50-203 18.58 37.96 261.85 0.26 0.73 3.86
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