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Abstract. Computed tomography (CT) images of the lungs provide high 
resolution views of the airways. Quantitative measurements such as lumen 
diameter and wall thickness help diagnose and localize airway diseases, assist 
in surgical planning, and determine progress of treatment. Automated 
quantitative analysis of such images is needed due to the number of airways per 
patient. We present an approach involving dynamic programming coupled with 
boundary-specific cost functions that is capable of differentiating inner and 
outer borders. The method allows for precise delineation of the inner lumen and 
outer wall. The results are demonstrated on synthetic data, evaluated on human 
datasets compared to human operators, and verified on phantom CT scans to 
sub-voxel accuracy.  

1   Introduction 

Diseases and abnormalities of the airways can manifest themselves as observable 
changes in airway lumen diameters and wall thicknesses [1]. These changes can also 
occur in response to treatment. High-resolution computed tomography (CT) images of 
the chest offer high resolution views of the airways that potentially allow one to 
obtain detailed quantitative measurements. However systematic analysis of such 
images is not feasible without automation due to the sheer number of airways 
involved. Certain airway abnormalities can affect only localized regions, making 
analysis of multiple locations throughout the lungs necessary. Automated analysis of 
such images helps reduce or eliminate reader variability and allows for the entire 
patient dataset to be analyzed within a reasonable amount of time. 

Automated methods for quantitative airway analysis attempt to precisely determine 
the boundaries of the inner lumen and outer airway wall. These methods face several 
challenges in providing accurate measurements, especially in smaller airways. Partial 
volume artifacts result when regions of different densities exist within the volume of a 
single voxel [2], making it more difficult to find the exact wall location. Additional 
difficulties arise from the scanner’s Point Spread Function (PSF) [3] and CT 
reconstruction artifacts, which distort the image and create additional noise. Finally, a 
problem specific to the airways is identifying the outer wall boundary when there is 
an adjacent artery, which in many situations, obscures the true boundary. 
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The full-width half-max (FWHM) approach is a popular method that is frequently 
used as a point of comparison. This method determines the location of the inner and 
outer boundaries based on the maximum intensity within the wall and the minimum 
intensities of the air region [4]. The location of the intensity computed from the 
average of these two is judged as the wall position. This method has been shown to 
underestimate the inner lumen boundary and overestimate the outer boundary [3]. In 
[5] the airway segmentation added robustness by defining an initial boundary. 

A sub-voxel accurate method for determining airway lumen and wall thickness was 
presented in [3,6]. These methods estimate the scanner’s PSF to help fit a cylindrical 
model to the data. Although the results show high accuracy, the method depends on 
an assumed cylindrical shape, which is not always the case for the airways. 

In [7], a phase-congruency space is used to recover the borders by predicting 
intensity crossing points obtained from different reconstruction kernels. The authors 
suggest it as a “bronze standard” since it shows little variance with different 
reconstruction kernels and is accurate up to discretization error. 

A group of methods depend on an optimal fit based upon gradient computations. In 
[12], a dual tube model is fit to the inner and outer lumina. Fully automated methods 
often depend on a definition of the airway centerlines [8-11] to offer a central location 
as well as a perpendicular direction to perform the measurement. The above methods 
also have these requirements. An alternate method eliminates the need for direction 
vectors by using a sphere [13]. Although subvoxel accuracy is achieved, only the 
average diameter is computed. A promising method [14] finds the borders directly 
from the airway segmentation, allowing for an inner lumen definition without a 
dependence on airway centerlines. However, the method’s accuracy is not yet 
established. 

Minimum-path based methods operate by defining a minimum cost path through a 
cost function image via dynamic programming. This concept was originally applied to 
vessels [15,16], but was adapted for airways [11,17]. In these applications, the data is 
resampled into a polar space and two balanced edge filters are used to obtain an 
accurate inner lumen boundary. The results show excellent accuracy and robustness, 
but the defined cost function limits its potential for obtaining the outer boundary and 
can make it vulnerable to other strong edge artifacts. 

We propose a dynamic programming approach allowing for accurate inner and 
outer wall measurements. Our paper introduces cost functions targeted specifically for 
the inner and outer boundaries of airway walls. The functions can also be individually 
tuned to particular sizes, and increase robustness by limiting artifacts from non-
boundary edges. Additionally, the determined inner border is used to influence the 
computation of the outer border to prevent intersection. 

2   Method 

The method computes cost functions locally at each site perpendicular to the direction 
of the airway. The airway centerlines are used to obtain these sites and directions. The 
cost functions are based on an airway model of a very low density lumen, a high 
density airway wall, and an intermediate density parenchyma outside the wall. 
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2.1   Airway Centerline Extraction  

The airway centerlines are the prerequisite for fully automated analysis. They 
describe airway tree hierarchy as a series of branches where each branch contains a 
series of sites giving the lumen center location as well as a direction heading. This 
location and the perpendicular plane defined by the heading give the two necessary 
components to define an isotropic 2D cross-sectional image of the site, allowing 
measurements to be computed at that point. Fig 1a shows a 2D image obtained from a 
given location and direction. We used a two step process of skeletonization of the 
segmented airways followed by refinement to obtain smooth centerlines. Complete 
details and validation are found in [10,5]. Other centerline methods can be used for 
this step [8-13]. Sites can also be manually specified if a single airway location is to 
be measured. 

2.2   Boundary Determination 

Given the 2D cross-sectional image of the site to be measured, it is first radially 
resampled into a polar form, as shown in Fig. 1b. The vertical direction corresponds 
to the distance from the airway center, while the horizontal direction corresponds to 
different angles around the airway axis. We used 360 different angles to form the 
images. Note that in Figs. 1b through 1e the images are horizontally compressed for 
space and are sampled to a sub-pixel level.  

This polar image Cpolar is used to create two cost function images, Cinner and Couter, 
(Figs. 1d and 1e) corresponding to the inner and outer boundaries. These cost 
functions assign a cost to each pixel in the radial image. The goal is to find a path 
with minimum cost spanning the horizontal length of the cost function image. A 
dynamic programming method is applied with the constraint that the vertical level of 
the starting position corresponds to that of the ending position [18]. Additionally, the 
path must be piece-wise congruent. 

(a) (f)(b) (c) (d) (e) 

 

Fig. 1. Outline of the proposed method on synthetic airway data. The perpendicular cross 
section of the airway (a) is radially resampled (b). Cost functions are then determined from 
resampled image. (Brighter response = lower cost) (c) is a previously proposed cost function 
[11]. The proposed cost functions (d) and (e) are targeted towards the inner and outer 
boundaries. Horizontal paths through the cost functions then determine the boundaries as 
shown in (f).  

Since two boundaries are determined, two minimum paths are computed. In the 
proposed method, first the inner boundary is determined. This boundary is then used 
to assign very high cost to the inner portions of the outer boundary cost function to 



 Boundary-Specific Cost Functions for Quantitative Airway Analysis 787 

prevent the two boundaries from crossing. The computed outer boundary then never 
intersects the inner boundary. The radially transformed image creates an almost linear 
structure from the airway wall along with a dark-light-dark pattern in the vertical 
direction, as illustrated in Fig. 2 (top). A straighter airway wall can also be induced by 
incrementally offsetting the image with regards to the segmentation of the airway 
lumen [11]. We make use of the unique placement of the wall within the polar image 
to accurately determine both boundaries, as shown in Fig. 2. 

Airway Cross-
section 
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1st Derivative 
Operator 

Outer WallInner Lumen

Image Profile

Overestimate

Underestimate 

Underestimate 
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Fig. 2. An illustration of two directional filters that are combined to accurately detect inner and 
outer airway boundaries. A cross-section of an airway along a radial line is shown on top. The 
result of the 1st and 2nd order derivative operators are shown below. Examining the extremum, 
the 1st derivative operator overestimates the inner lumen while underestimating the outer 
diameter. The opposite is true for the positive extremum in the 2nd derivative operator. Hence, 
combining variations of each of these operators can allow for accurate localization of the inner 
lumen or outer wall.  

We propose the following cost functions to allow for accurate inner and outer 
boundary characterization: 

( ) )()1()()( polaryipolarypolaryiinner CDwCDCDHwC ′′⋅−+′⋅′⋅= , and (1) 

( ) )()1()()((1 polaryopolarypolaryoouter CDwCDCDHwC ′′⋅−+′⋅′−⋅= , (2) 

where H() is the Heaviside step function, returning 1 for positive values and 0 for 
negative values. These functions are composed of linear combinations of small scale 
directional 1st and 2nd order derivatives of the image Cpolar. The terms wi and wo have a 
possible range of [0,1] and determine the weightings applied to each directional 
derivative to balance the under and over estimations. The inner boundary filter (1) is  
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composed of a linear combination of the positive portions of the 1st derivative and the 
2nd order derivative. As shown in Fig. 2, the 1st derivative operator overestimates 
while the 2nd derivative operator underestimates. The outer border filter consists of a 
linear combination of the inverted negative portion of the 1st derivative and the 2nd 
order derivative. In this case, the 1st order derivative underestimates while the 2nd 
order derivative overestimates.  

The results of these filters on synthetic data are shown in Fig. 1d and 1e. The outer 
boundary produces a weaker response relative to the inner boundary as predicted by 
Fig. 2. Note that this weaker response has no impact on the proposed method since the 
boundaries are computed separately. Also note that in each case the particular 
boundary not targeted has virtually no response.  

The cost function of a previously proposed method [11] does not differentiate 
between inner and outer walls. Both boundaries appear in the cost function, as shown 
in Fig. 1c. This effect can distract the inner boundary computation. Further 
distractions can result in an emphasis of non-linear edges. This latter effect was 
compensated for by giving emphasis to specific edges depending upon gradient 
direction. This step can also be applied to the proposed method, but the focus is on 
developing specialized filters. 

Fig. 3 shows an example of derived cost functions from a real airway along with 
the resultant boundaries. The adjacent artery creates an error in the outer boundary 
when using the standard minimum path algorithm, as shown in the left image. On the 
right, using the exact same cost functions, the minimum path is computed by 
assigning an additional cost for deviating from the predicted straight border. Note that 
imposing this additional cost does not significantly impact the inner boundary 
determined. Additionally possibilities are discussed in the conclusion. 

Since a linear combination of underestimates and overestimates is involved, their 
weighting must be calibrated to produce accurate border estimates across different 
size ranges. These calibration parameters are obtained from materials of similar 
density to airways to account for the PSF and partial volume effects at different 
scales. During measurement, the airway segmentation is used to determine an inner 
size estimate and a linear interpolation between calibrated parameters of the nearest 
scale is applied for both parameters. It is possible to incorporate an outer size estimate 
to determine wo separately. 

4   Results 

Two different evaluations were performed. The method was first calibrated and 
evaluated on a scanned phantom airway. The phantom consists of 5 tubes of known 
dimensions, varying in inner diameter from 2mm to 10mm with wall thicknesses from 
1mm to 3mm. It is constructed of PVC pipe and nylon tubing and scanned at a voxel 
resolution of 0.35×0.35×0.5 mm3. We determined values of wi =[0.17, 0.22, 0.15, 0.30, 
0.27] and wo =[0.49, 0.17, 0.32, 0.20, 0.21] for the range of sizes to provide optimal 
measurements and then applied them along multiple locations of the same tube. 
Again, linear interpolation is used based upon the size estimate from the segm-
entation. The method accurately measured the tube dimensions, demonstrating the  
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validity of the cost function in determining the true boundaries to sub-voxel accuracy. 
Table 1 lists the errors and standard deviations.  

The second experiment compared the measurements against two operators on a 
human airway CT dataset with 0.58×0.58×0.79 mm3 voxel resolution. A total of 34 
airways with lumen diameters ranging from 1.2 to 3.6mm and outer diameters ranging 
from 3.2 to 6.1mm were randomly selected. Each operator independently performed 
inner and outer diameter measurements twice using digital calipers. Some locations 
included nearby arteries. The results show that the method produces measurement 
results within the error of the human operators. In the smallest airway, the method 
produced the largest variation (0.5mm), although still achieving sub-voxel accuracy. 

The average running time for each site was 1.1s. The path computation occupied 
the majority of the time (70%) at 390ms per path on average.  

 

 

Fig. 3. The left and right sides show a comparison of two different minimum path computation 
methods. In both cases the results for the outer wall filter (top) and the inner wall filter (middle) 
are shown along with the minimum cost path. In each case the cost functions are the same with 
lower gray levels indicating lower cost. The subsequent boundary results are shown at the 
bottom. In the left case, a standard minimum path was computed, resulting in an error with the 
outer boundary due to the artery, (white arrow). In the right case, the path cost was increased 
when not heading straight. The outer boundary is correctly captured. Note that the inner 
boundary has not changed with this additional requirement. 

Table 1. Absolute errors and standard deviations for the computed inner and outer diameters 
obtained from phantom data of hollow cylinders of known radii and wall thickness. 

 Mean Absolute 
Error of Inner 

Diameter (mm) 

Mean Absolute 
Error of Outer 
Diameter (mm)

Std. Dev. Inner 
Diameter (mm)

Std. Dev Outer 
Diameter (mm) 

Tube 1 0.02 0.03 0.0215 0.0259 
Tube 2 0.05 0.06 0.0417 0.0661 
Tube 3 0.11 0.07 0.0766 0.0772 
Tube 4 0.06 0.30 0.0551 0.0408 
Tube 5 0.15 0.10 0.1014 0.0549 

CCiinnnneerr  

  
CCiinnnneerr  

  

Couter 
 

Couter  
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5   Conclusions 

We have presented a method based on boundary-specific cost functions for quantitative 
airway measurements. Previous airway cost function methods use generalized cost 
functions not geared toward specific boundaries and produce extraneous responses. The 
proposed functions accurately target specific boundaries while producing little or no 
response to other boundaries. The computed inner path was also used to influence the 
outer cost function. This feature prevented the outer boundary from intersecting the 
inner boundary. 

The method demonstrated robustness in cases of image noise and adjacent arteries 
when enforcing a straight path. Further experiments in the cost function definition and 
minimum path computation can be done to determine still more robust methods. 
Additional possibilities include allowing both paths to influence each other during 
computation as opposed to sequential computation. Modifications to the cost 
functions seem promising. Applying the Heaviside function to the second derivative 
operator eliminates negative responses, which may increase robustness. We find that 
assigning higher cost to regions above the high intensity areas occupied by arteries 
eliminates the need for enforcing a straighter path in cases such as Fig. 3. This change 
defines the cost functions with elements taken directly from the polar image in 
addition to the operators. Calibration based upon wall thickness also seems promising. 

The method demonstrated accurate inner lumen and outer wall boundary 
determination for airway walls within phantom and human airway data. Further tests 
on multiple phantoms and reconstruction kernels are the subject of future work. 
Currently, it appears that the method needs re-calibration for different reconstruction 
kernels and CT-scanner machines. Finally, measurement tests with more human 
operators and locations will help further establish the method’s robustness. 

Variations on Manual Measurements on Airway Lumen
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Fig. 4. A comparison of the proposed method against two human operators on a total of 34 
airways. Operator 1a and 1b refer to the measurements of the first operator at times 1 and 2. 
Similarly 2a and 2b correspond to operator 2’s measurements at times 1 and 2. The results 
show that the obtained measurements are within the range of the inter- and intra- operator 
measurement variation. No airway size dependent variation was noticed. 
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